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ABSTRACT:

The present Letter of Intent primarily addresses the issue of improving the present ATLAS trig-
ger to be able to cope with the higher LHC luminosities expected following the Phase-I upgrade,
while keeping the same physics capabilities. The proposed upgrades will allow ATLAS to keep
the present trigger thresholds for isolated electrons and muons by increasing the granularity, com-
plemented with depth information of the calorimeter and of their Level-1 trigger read-out and by
introducing a new trigger and muon tracking detector in the forward direction, where the high
background levels dominate the trigger rates. This will allow ATLAS to perform accurate mea-
surements of the couplings of the Higgs Boson, if found in the low energy LHC running, via the
WH final state, using an unbiased W trigger, as well as to search for SUSY particles in phase
space regions where the low py threshold for isolated leptons is crucial. Fast accurate tracking
at Level-2 trigger will permit the isolation of 7 and b events and therefore improve the quality of
the selected Higgs Boson decays, without a substantial increase in rate. Finally, a new set of very
far forward detectors, in combination with the single isolated lepton trigger, will permit ATLAS to
place the best possible limits on a Quadruple Gauge coupling of yyW W, while offering the capa-
bilities for ATLAS to extend the understanding of the structure of the Pomeron to the highest LHC
luminosities.
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1. Introduction

With the expected energy and luminosity increase of the LHC collider, it becomes imperative to
preserve the physics capabilities of the ATLAS experiment. To achieve this, ATLAS requires a
number of detector upgrades to benefit from possibilities such as searching for new phenomena, as
well as performing precision measurements to extend any prior discoveries. The Phase-I upgrade
of the LHC collider will allow the ATLAS experiment to exploit the physics potential of the LHC
collider that could provide a luminosity in excess of 2x10** ¢cm™2 s~!at a collision energy of
14 TeV. Furthermore, any such detector upgrades should be designed to have the capability to
exploit the physics of the Phase-II LHC upgrade, where the instantaneous luminosity should reach
at least 5x 10°* cm~2 s~!and the total integrated luminosity could reach 3,000 fb~!. To exploit the
physics opportunities further, one could foresee two likely scenarios, besides the possibilities of
encountering new phenomena:

e The Higgs boson has been found during the next year of LHC exploitation

e No Higgs boson has been found until the end of 2012, and therefore new phenomena have to
be observed in WW scattering, to preserve unitarity, which would be measurable at Phase-I1.
However some deviation from SM predictions may be observable at Phase-1, depending on
the nature of the new physics responsible for preserving unitarity,

In the first case, the LHC Phase-I will provide an ideal laboratory to study the various couplings
of a light Higgs Boson, by looking at the many different decays. This can be achieved by looking
for a Higgs boson produced in conjunction with a W boson, and then looking into Higgs decays like
H — tt,H — bb,H — WW*, H — ZZ*. Such processes require triggering on a single isolated
lepton with py~25-30 GeV, as well as good vertex resolution to identify the 7 and b decays. In the
case that no Higgs boson has been found, one would have to trigger on W pair production, which
requires a good trigger on isolated leptons, both in the forward direction and still down to relatively
low pr, to preserve the maximum acceptance. The single low prisolated lepton trigger provides a
simple way to perform a measurement with the smallest systematic error, since its efficiency can be
accurately measured. Furthermore, other important measurements in SUSY searches demand (for
the presently allowed range of parameters) a low pr lepton (~20 GeV), produced through cascade
decays as well as a low threshold high efficiency missing E7 trigger.

1.1 Physics goals for Phase-1

The LHC will have accomplished much before Phase-I operation starts and the physics goals of
such operation will primarily enhance these accomplishments and extend the searches for new
physics to higher masses. The Phase-I physics program will be better defined once the LHC has
discovered or excluded some options. Presently the LHC data excludes SM Higgs boson in the
range of 141-476 GeV at the 95% confidence level. The physics potential of a dataset correspond-
ing to 300 fb~! can be roughly divided into the following main topics:

e In the case that the Higgs boson is found, perform accurate measurements of its couplings;

e Improvement of the accuracy in the determination of SM parameters (triple (TGC) and quar-
tic (QGC) gauge boson self couplings), to observe possible deviations from the SM
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e Extension of the discovery reach in the high-mass region (e.g. SUSY, quark compositeness,
new heavy gauge bosons, multi-TeV squarks and gluinos, extra-dimensions)

o Exploit higher statistics to either enhance searches in difficult regions of parameter space or
improve measurements should new physics signals have already been observed

The performance of ATLAS needs to be maintained in order to fully exploit the increased lu-
minosity. Specifically, any changes to the trigger efficiency and trigger thresholds should not lower
the trigger acceptance, and changes in the detector resolution and background rejection cannot re-
sult in a reduced signal to background ratio for the processes of interest. In the case of searches
at the high-mass frontier the degradations should be small in the high luminosity environment. In
contrast, accurate measurements of systems in the few hundred GeV range could be significantly
affected by the large event pile-up: reduced efficiencies or increased backgrounds could spoil the
advantage of the higher luminosity.

Should a Higgs boson be discovered at the LHC with a mass in the currently allowed region
below 141 GeV, detailed measurement of its properties will be a major part of the Phase-I program.
The following final states may have been observed (depending on the actual mass value) as part of
its discovery: WW* via the decay to /"¢~ VvV, ZZ* via the decay to {T¢=¢T¢~, yy, 57~ and bb.
Increased data sets in these final states and, in particular, well defined production processes (like
WH), will enable very precise measurements of the Higgs couplings and therefore detector and
trigger systematics will play a very important role. The even larger data sets will further enable the
final states Z7y and p t~ to be searched for at Phase-1. The latter provides a vital test of the nature
of the Higgs boson as the predicted relative decay rates to gt~ and 7+ 7~ depend only on the
muon and tau masses. In order to fully exploit the increased luminosity, any losses in the detector
efficiency and resolution cannot compromise the signal efficiency and background rejection for the
channels in question. Specifically, a degradation in the mass resolution for yy will cause a loss of
signal. The performance of the calorimeter for jets of low transverse momentum (pr ~ 40 GeV)
used for the tagging (vetoing) jets in the forward (central) region is vital for extracting the signals
from the vector boson fusion process (gq — gqH).

Should a Higgs boson be excluded before the upgrade, the LHC will need to continue the
investigation of the scattering of gauge bosons at large invariant mass which will provide informa-
tion on the dynamics of electro-weak symmetry breaking. The processes of interest are gg — gqV'V
where V can be either W or Z which probe a possible strongly coupled V'V final state. The V'V final
state will be detected where at least one of the gauge bosons undergoes a leptonic decay. In this
case, the production rates are small and high signal efficiency with excellent background rejection
is needed and a single lepton trigger will be crucial. As in the case of the light Higgs, the ability to
reconstruct jets at low pr is critical: the degradation from increased pile-up must be handled.

The search for new heavy gauge bosons W' and Z' would be significantly extended with
higher integrated luminosity. To study their leptonic decays, high-resolution lepton measurements
and charge identification are needed in the pr range of a few TeV. It has also been shown [[]
that a further 1 TeV in mass sensitivity could be achieved over the 5 TeV reach at 300 fb~! (SM
couplings) with the further factor 10 luminosity promised at Phase-II.

The decays of supersymmetric particles, such as squarks and gluinos, would involve cascades
which, if R-parity is conserved, always contain a lightest stable supersymmetric particle (LSP). As
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the LSP would interact very weakly, the experiment would measure a significant missing transverse
energy, EMS, in the final state. The rest of the cascade would result in a number of leptons and
jets. In schemes where the LSP decays into a photon and a gravitino, an increased number of
hard isolated photons is expected. Other models predict enhanced production of tau leptons and
b-jets. Current searches are sensitive, in particular models, to squark masses up to about 1 TeV.
The additional mass reach for squarks and gluinos will increase by ~ 0.5 TeV as the integrated
luminosity rises by a factor of ten to 300 fb~!. Increased integrated luminosity also permits more
sensitive searches for other supersymmetric particles including the supersymmetric partners of the
top quarks, and the direct production of electroweak gauginos.

In an alternative scenario, in which evidence for supersymmetry is found before Phase-I, the
upgrade should allow measurements of supersymmetric particle masses, the observation of decays
of supersymmetric particles into final states with small branching ratios and the observation of the
direct production of those sparticles without strong couplings (such as sleptons) whose production
rates may be too small to be observed currently. This program will be vital to uncovering the full
nature of the underlying theory.

1.2 Summary

The present Letter of Intent addresses the issue of improving the present Level-1 trigger of the
ATLAS experiment, to be able to keep an acceptable trigger rate, while keeping present pr thresh-
olds for single isolated electrons and muons, which allows ATLAS to reduce the systematics of
the measurement. This will be achieved in the case of the muon spectrometer by introducing a
new tracking and trigger device in the inner layer of the forward spectrometer, that will not only
provide a sharper trigger threshold, but greatly improve the tracking performance under the higher
backgrounds expected with the LHC upgrades. The way this increase in backgrounds can be lim-
ited is discussed in Chapter 2. Similarly, for the case of electrons, new trigger read-out boards
will be implemented in the electromagnetic and forward calorimeters to exploit the longitudinal
sampling of the calorimeter as well as including a higher trigger granularity comparable to the one
presently available in the calorimeter read-out, which will lead to an improvement in rejecting fake
electron triggers. A new topological processor will add significant flexibility to the Level-1 trigger
system. Fast accurate tracking at the second Level trigger will permit the isolation of 7 and b events
and therefore improve the quality of the selected events without any substantial increase in rates.
Finally, a new set of forward detectors will permit ATLAS not only to retain its capabilities for
forward physics at the highest possible LHC luminosities, but to place the best possible limits on
a quadruple gauge coupling of yyWW. Most of the arguments for the Phase-I upgrade of ATLAS
are related to the trigger improvements needed to keep the physics capabilities of the experiment.
However, preserving the full functionality of all the detector elements is also a critical factor to
keep the physics capabilities of ATLAS. High radiation levels could lead to a deterioration of the
vertex detector, degrading the tagging of short live particles, while high background rates could
affect the rapidity coverage of the forward calorimeters (increasing the rate of fake large missing
Ertriggers). The possibilities of performing upgrades to the pixel system and/or to the forward
calorimeter are therefore also briefly discussed in this Lol. However, our best current understand-
ing suggests that such changes should not be required until Phase-II, but they would be the subject
of separate documents if either will be proved necessary sooner.
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2. Requirements for Operation Beyond Design Luminosity

2.1 Introduction

The Phase-I upgrade of the LHC, is expected to result in an instantaneous luminosity that could
exceed 2x103*cm™2s~! to be achieved with a 25 ns beam crossing rate. Extrapolation from the
current observed pile-up, u, suggests this could correspond to ~55 interactions per beam crossing
at design energy and this value of the luminosity. Studies for operation up to and following the
Phase-I shutdown have tended to target a range of u values, as reflected in a number of the studies
presented in this Letter of Intent. Ideally, one would also want to ensure that operation up to
3x10**cm™2s~! and pu ~80 can be accommodated. The associated integrated luminosity to be
assumed for radiation dose estimates is 300 fb~!, with a safer value of 400 fb~! to also be evaluated.
A further safety factor in estimating the expected dose of 2 should be applied to these calculations,
which defines, for radiation qualified electronics, the required radiation hardness.

Any replacement component for the Phase-I shutdown should also be designed to be compat-
ible with the final operating conditions after the Phase-II shutdown: 5x10**cm=2s~! (luminosity
leveled) and p ~140 (7x10**cm~2s~! and u ~200 for safety) and 3000 fb~! integrated luminosity
(plus same safety factor as above for radiation dose specification).

2.2 The planed upgrade of the Muon Spectrometer

Figure 1) shows a quadrant of the ATLAS detector along the beam axis (z-direction). The different
chambers of the muon spectrometer are easily the largest components of the experiment. It is
organized in three stations for the barrel, Barrel Inner (BI), Barrel Middle (BM) and Barrel Outer
(BO); while for the end-caps, the three stations correspond to End-cap Inner (EI), End-cap Middle
(EM) and End-cap Outer (EO) as shown in Fig. B1]. All the stations contain MDTs (except for part
of the EI station) as tracking device, while RPCs in the BM and BO and TGCs in the EI and EM
stations act as trigger devices. The EI station consists of CSCs and EIL1,2,3,4 MDTs and TGCs
chambers. Mechanically it is organized in two separate structures: the inner part containing CSC
and EIL1-3 is a single disk structure (the small wheel), and the outer EIL4 chambers form a ring
structure surrounding the small wheel and is supported inside the barrel part of the spectrometer.
The 1 coverage of small wheel is || = 1.3 — 2.7 which is about 50% of the |n| acceptance of the
muon spectrometer.

2.2.1 Present understanding of the backgrounds in the Muon Spectrometer

In order to be able to extrapolate the expected background to higher LHC luminosities and ener-
gies, and to evaluate possible improvements, a careful comparison between data and Monte Carlo
predictions gas been performed using LHC data at luminosities in the range 1-3x 103 cm™2 s,

These studies are described in detail in [B]. They have taken into account the measured hit
rates in the MDT chambers, as well as the HV currents in the RPC trigger detectors. Figure £.7
shows the ratio of the measured hit rates to the corresponding simulation values for different MDT
chambers. Except for the z=7 m region in the Barrel Inner (BI) station, the ratio is typically between

0.5and 1.7.
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Figure 2.1. Left: A z-y view of 1/4 of the ATLAS detector. The blue boxes indicate the end-cap MDT
chambers and the yellow box CSC. Right: A view of a small wheel mounted on the JD disk shielding.
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Figure 2.2. Ratio of measured to simulated MDT hit rate in during 2011 7 TeV run

The z=7 m region in the barrel, especially in BI chambers, has high rate since there is a gap in
the shielding which allows background from the beampipe region to exit unimpeded. This will be
corrected by adding additional shielding during 2013-2014 shutdown.

The short-term time structure of background from individual p-p collisions is obscured by
nearby bunch crossings; however, the long-term time structure due primarily to radioactive decays
can be observed after beam dump. The measured MDT hit rate after beam dump is well described
by an exponential with a time constant of 200 sec as shown in Fig. P.3, and simulation predicts the
same time constant.
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Figure 2.3. Time dependence of background. The measured hit rate in MDT after beam dump is in black.
The drop at ~900 seconds is the result of turning off HV. In red is a fit with an exponential function where
the time constant is set equal to the time constant from simulation.

In summary, data and simulation agree to better than a factor of two with the largest discrep-
ancy in the small wheel of ~1.7 at the small radius region. This result gives confidence to the
evaluation of the expected rates at higher LHC luminosities. Additional studies are underway to
improve the shielding and therefore reduce the hit rates.

2.2.2 Planned shielding improvements

Most of the p-p collision products go forward. They hit the stainless steel beam pipe at grazing
angle, and a hadronic shower is initiated. A lighter material reduces this background from the beam
pipe. Non-interacting products of p-p collisions do not shower until they hit the shielding material,
which happens at much greater distance from the interaction point due to the shallow angle of these
particles. The shielding at large z is thicker and thus contains the showers more completely. A new
aluminium beam pipe has been designed. It is being fabricated, and is scheduled for installation
during the 2013-2014 shutdown. The implementation of the aluminium beam-pipe will reduce the
background rate in the small wheel region by 30%. Furthermore a Li-doped polyethylene wall
situated downstream of the end-cap toroid will be implemented. Such a wall should reduce the
neutron flux on the EM layer by as much as a factor 2, allowing this part of the detector to be
exposed to the present level of background also after the Phase-I luminosity upgrade.

2.2.3 Improvements to the Muon Trigger

The importance of having a high efficiency Level-1 trigger for isolated leptons with transverse
momenta of ~20-25 GeV has been shown to be crucial in Higgs boson searches through the WW*
decay in the mass range of 120 to 140 GeV[B]. This situation will become even more crucial for
the high luminosity running of the LHC (Phase-I and II with luminosities exceeding 103*cm~2s~1).
In the case that a light Higgs Boson would have been found, one would need to study its coupling
properties to vectors and fermions, using production processes independent of its decay, like W
bremsstrahlung, where a ~20 GeV lepton tag is needed if one would like to investigate the Higgs

~10-
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decay into WW*, bb and 77 final states. Not finding the Higgs boson before the high luminosity
LHC phase, would mean that new phenomena needs to occur in WW scattering, which also requires
a high efficiency Level-1 lepton trigger.

In the case of the ATLAS muon spectrometer, an additional problem will occur in the tracking
of muons in the forward direction, due to the background increase that leads to a very high occu-

257! . The high occupancy combined

pancy in the MDTs for luminosities exceeding 2x 10%*cm™
with the fact that the present Level-1 muon trigger for pr larger that 20 GeV is dominated by the
production of slow protons in the forward direction, forces the need of performing the Phase-I up-
grade in the so called small wheel. In particular, without such an upgrade, present extrapolations
using ATLAS data collected at 7 TeV c.m. and a peak luminosity of 3x10*¥3cm2s~! lead to a
predicted rate at 14 TeV c.m. and luminosity of 3x 103**cm2s~! of 60 KHz of Level-1 muon trig-
ger. This would saturate the Level-1 capacity. The proposed upgrade would then reduce this rate

to 17 KHz for the above conditions.

2.2.4 Muon tracking at high luminosity

The small wheel was designed to be operational and to maintain its performance up to the condition
of the nominal LHC luminosity, 1 x 103*cm—2s~!, including a safety factor of 5 with respect to the
cavern background level estimated at the time of designing the detector [H, B]. However, the
actual background level has been found to be higher than these original estimates. More recent
simulations now agree better with the hit rate measurements, providing a more reliable estimate of
the expectations for future operation, but the safety margins are significantly reduced, as discussed
below.

Direct hit rate measurements using the muon detector have been performed at the current lumi-
nosities [B]. Figure 24 (left) shows the result from MDTs and CSCs in the small wheel region. The
discontinuity at R~210 cm is due to different sensitivity of MDTs and CSCs for cavern background
particles. The expectation by FLUGG simulation [[] is also shown in the figure. Apart from the
absolute scale, the simulation and measurements agree well in terms of their R-dependence. The
measured results are used here to produce an estimation of the background rate on the small wheel
as a function of radial distance from the beams, for the scenario where the same technology is
used over the full acceptance of the small wheel. In Fig. B4 (right) the observed rate in MDT
(R>210 cm) and CSC (R<200 cm) are scaled to the value corresponding to the nominal luminosity
1 x 10%*ecm™2s~!. In addition the CSC curve is scaled to have the same value with that of MDT
at their boundary to simulate the condition of all MDT type detector scenario. Similarly, the MDT
curve is scaled to simulate the all CSC-type detector case. Comparison of these curves provide
an idea of the possible technology dependence of background hit rate. The maximum rate for the
MDT is about 2 kHz/cm? at the smallest radius of 100 cm. This corresponds to 10 kHz/cm? at the
ultimate luminosity of 5 x 103**cm~2s~! after the Phase-II upgrade.

As discussed later in Sec. B-371], the maximum tolerable rate for the present MDT chambers is
200-300 kHz/tube [B]. For a tube of 1.3 m long and 30 mm diameter, corresponding to the tubes
at the smallest radius (210 cm) in the present small wheel, this tube rate corresponds to 510-770
Hz/cm?. Figure R.4 indicates that the present MDT should still work at the nominal luminosity, but
there is only a small margin for operation at higher luminosity.

—11 =
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Figure 2.4. (Left) Measured hit rate of cavern background using MDT and CSC. Also shown are expectation
of Monte Carlo simulation by FLUGG. (Right) Fitted curves obtained from the measured data of rate vs R,
scaled to the nominal luminosity and by scaling the CSC curve to have the same value as MDT at the
boundary (blue), and similarly scaling the MDT curve to CSC (red). The yellow band shows the area
corresponding to the tube rate of 200-300 kHz/tube for the present 30 mm tubes.

Note that the discussion above is based on the measurements at /s=7 TeV. The ratio of back-
ground rate at 14 TeV and 7 TeV is about 1.3 in the small wheel region according to the Monte
Carlo simulation using FLUGG. This increase will however be compensated by almost the same
amount by an additional new shielding in the narrow gap between the end-cap calorimeter cryostat
and the JD shielding, and by the installation of an aluminium beam pipe in the region of the end-cap
calorimeter and the end-cap toroidal coils. The estimation in Fig. 24 is therefore taken here as the
central value of the expectation at 14 TeV.

2.2.5 Muon Level-1 trigger

Another important issue at high luminosity operation concerns the Level-1 muon trigger [HB]. Stud-
ies of muon Level-1 performance using collision data have shown that there are unexpectedly high
rates of fake triggers in the end-cap region. As an example, the relative trigger rates as a func-
tion of rapidity is shown for the L1IMU20 trigger (a single muon of py threshold at 20 GeV) in
Fig. B.3. Clearly the rate is dominated by the contribution from end-caps. The Level-1 trigger at
this threshold is a candidate for the main inclusive muon trigger at high luminosities. A careful ex-
trapolation of these measurements to the expectation at /s=14 TeV and an instaneous luminosity
of 3x10*cm~2s~! would imply a trigger rate of 60 KHz. This should be compared to the total
allowed Level-1 rate of 75 kHz, which cannot change significantly at least for the Phase-I upgrade
since allowing a higher rate would require large scale upgrades of essentially all the Level-1 trigger
and DAQ system of the ATLAS detector.

Due to the limited pr resolution of the Level-1 muon system, raising the threshold above 20-

— 12—
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Figure 2.5. Relative trigger rate distribution as a function of n for the LIMU20 signal at 7 TeV. The black
histogram is the 2011 data with 50 ns bunch spacing, and the red histogram is the 2010 data with 150 ns
bunch spacing.

30 GeV does not effectively reduce the rate and, furthermore, a higher threshold leads to a loss
of physics acceptance as discussed in Chapter 9. Sharpening the Level-1 threshold is therefore
the necessary preparation for the period after Phase-I and beyond. The Level-1 trigger upgrade
includes removing the fake triggers and improving the pr resolution.

The present Level-1 muon trigger in the end-cap is based on the information from the EM
station which is located after the end-cap toroid [H]. A track segment is identified using hits on
the 7 layers in the EM trigger chambers (TGC). Assuming the track is produced at the nominal IP
position, its pr is determined from the deviation of the segment angle from the direction pointing
toward the nominal IP position. As a result, any background tracks on the EM station can fake high
pr muons if their segments approximately point to the nominal IP as depicted in Fig. P.G(a). Here
the tracks B and C are background tracks causing fake triggers. The type B tracks are found to be
mainly low momentum protons produced by collision of high energy neutrons with the materialsof
the end-cap toroid (e.g. the coils). This hypotheses is supported by the observed timing and time
of flight between EM and EO stations for the tracks which are observed on EM and EO but not
having associated hits in the small wheel.

Level-1 trigger caused by such background particles may be removed by requiring correspond-
ing activity on the small wheel. Figure Z.§(b) shows how it works. For each EM trigger segment,
by requiring the presence of a small wheel segment which is pointing toward the IP and matched to
the corresponding EM segment in (1, ¢), background triggers such as tracks B and C can be effi-
ciently removed. Studies have been made to see how well such approach works using collision data
by emulating the small wheel segments in an upgraded detector using data from the existing detec-
tors (MDT, CSC, TGC), The result is shown in Fig. B77. The left plot shows how the L1IMU?20 rate
reduces by requiring i) the presence of small wheel segments, ii) the small wheel segment points
to IP in 0 (|d6)| typically less than 10 mrad) and iii) the small wheel segment matches in (1 — ¢)
to the triggering EM segment (|dn|, |d¢| typically less than 0.1 rad). The LIMU20 rate is reduced
to about 15% compared to the initial rate. The efficiency of these cuts for high quality and high
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Figure 2.6. (a) EM segments producing Level-1 high pr triggers. Track A is a high pr muon originating
from the IP. Tracks B and C are possible configurations of background segments. (b) By requiring an
associated pointing segment on EI, background triggers may be eliminated.
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pr muons are also studied, which is shown in Fig. 7. The efficiency is about 95%. A part of the
loss due to the d cut is caused by poor angular resolution (long tail) of the CSC (|n| =2.0—2.7).
Higher efficiency is expected if the segment angle resolution of the new detector is as good as that
of MDTs over the whole acceptance of small wheel.

In the events with a L1IMU20 trigger, the fraction of high quality muons with py > 20 GeV is
about 2% as shown in Fig. 7 in the right-most bin of the left plot. After the fake removal cuts,
the fraction still stays at a low level of ~10%. Figure 2.8 shows the p7 distribution of tracks found
in the events with L1IMU20 trigger set. The green histogram is the distribution after all the fake
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Figure 2.8. pr distribution of high quality muons in the events with LIMU?20.

removal cuts. There are still many low p7r muons below the nominal threshold of 20 GeV.

In order to reduce the low pr components, the py resolution of the muon Level-1 system needs
to be improved. As discussed in Sec. .27, precision angle measurement at the small wheel can
be used to improved the pr resolution of Level-1 in the end-cap. In the present Level-1 trigger
system in the end-cap, the contributing factors to the p7 resolution are: i) angular resolution of
EM trigger station (~ 3 mrad), ii) multiple scattering in the end-cap toroid (~ 0.5 mrad for high
pr muons), iii) multiple scattering in the calorimeters (~ 2-3 mrad), and iv) finite size of luminous
region of p-p collision (corresponds to 1-2 mrad depending on 7). Precision angle measurement by
the small wheel can be used to eliminate the contributions iii) and iv) by correcting for these effects
track by track, thus removing a part of the smearing effects to improve the py resolution. In order
to achieve this improvement, a resolution of 1 mrad or better is required for the determination of
the segment angle (angle relative to the pointing direction to IP) at the small wheel. The expected
improvement of pr resolution is about 70%. Note that the 1 mrad requirement is compatible with
the fake removal cuts discussed above for the d0 cut at 10 mrad (about 3¢ of d@ distribution for
good muons from the IP.

2.3 The Calorimeter and its trigger system

While the Phase-I physics programme of ATLAS will depend on the results that will be obtained in
the coming years, it is likely that a major part of the programme will be dealing with objects at (or
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near) the electroweak scale, either in trying to determine the properties of new physics discovered
prior to Phase-I (such as the couplings of a low mass Higgs boson to the fundamental fermions and
bosons of the Standard Model, in order to determine its nature and explore the underlying theory in
which the Higgs fits) or in the pursuit of new physics that has lower cross-section or that requires
more luminosity to be disentangled from background processes. Based on the above assumption,
the biggest challenge for ATLAS at Phase-I will be to maintain the Level-1 rate at approximately 75
kHz, while retaining the pr thresholds for single-object trigger signatures at similar values to the
target thresholds for luminosities exceeding .Z = 10**cm=2s~!. Low thresholds with acceptable
rates cannot be provided by the existing Level-1 system for electron and photon triggers. Further
fine-tuning of the algorithms in the current Level-1 processors will lead to only modest performance
improvements.

This section will show: i) how the rates will scale with increasing luminosity, and ii) what
strategy and algorithms, currently used in Level-2 and high-level (HLT) triggers, ATLAS is plan-
ning to implement in the Level-1 calorimeter trigger system, in order to lower the rates for EM
objects during Phase-I data taking.

2.3.1 Rate prediction at high pile-up with the existing Level-1 calorimeter trigger

Figure 29 shows the expected rates for non-isolated and isolated Level-1 EM triggers as simulated
with the current ATLAS detector at . = 2 x 10**cm =251, 25 ns bunch spacing and /s = 14 TeV.

The curves are extracted from minimum bias Monte Carlo samples without simulation of
cavern background, beam halo nor beam gas effects, providing, therefore, a best-case-scenario
performance. The horizontal line at 20 kHz is included on the plots to indicate allowable thresholds
at various luminosities.
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Figure 2.9. Rate vs. thresholds for the non-isolated (left) and isolated (right) .1 EM triggers for various
values of 1 (average number of minimum bias interactions per bunch crossing). The bunch-crossing spacing
in the simulations is assumed to be 25 ns, the expected average number of minimum bias interactions at
% =10%*cm™2s7! is u ~27. The dotted horizontal line marks 20 kHz.

Figure .10 shows the predicted EM thresholds at which a Level-1 trigger rate of 20kHz will be
measured, as a function of instantaneous luminosity. Several curves are plotted in the figure, each
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corresponding to different values of the pile-up (1) coming from changing the beam crossing time
and to different levels of noise suppression thresholds (in units of noise RMS). At the instantaneous
luminosity expected in the Phase-I run (. =2 x 103**cm~2s~!) the threshold is shown to be around
45 GeV, with the trigger being fully efficient above 55 GeV.
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Figure 2.10. EM thresholds required to limit the Level-1 EM trigger rate to 20kHz as a function of instan-
taneous luminosity. The different curves correspond to different bunch spacing options (25,50,150 ns) and
different levels of noise suppression thresholds.

2.3.2 High granularity trigger read-out, depth information and shower shape discriminants

The coarse granularity of the EM trigger towers, whose geometry is illustrated in Fig. Z.T1], does
not sufficiently discriminate against low pr QCD jets, which dominate the Level-1 EM rates at low
E7r thresholds.

The calorimeter cells in each of the different sampling layers have different size by construc-
tion. Their analog signals are summed to form An x A¢ = 0.1 x 0.1 trigger towers in 3 stages:
in the shaper ASICs, in the Layer Sum Boards of the Front-End boards, and in the Trigger Tower

Boards installed on-detector (see Chapter f for further details). A total of 64 read-out channels
form an EM trigger tower.

At Level-2, shower shape algorithms are currently used to improve rejection against jets and
7’s. The most effective discrimant uses information from the second layer of the EM calorimeter,
measuring the shower width through the ratio of the energies deposited in X ¢ = 3x7 and 7x7
clusters, around the cluster seed defined as the “hottest” calorimeter cell.

_ Es3yg
E7y7
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Figure 2.11. Geometrical representation of an EM trigger tower of the Liquid Argon calorimeters (LAr) in
n,¢ space.

Significant 7° rejection can also be obtained by constraining the profile of the energy deposi-
tion in the front-layer strips contain a single local maximum above a given threshold. The E,4;,
parameter defined as:

Emax _ pmax
E. .. — s1 52

ratio — Emax—l-Enzmx
sl K

should peak around E,;, = 1 for real electrons, and around E,;, = O for equal energy photons
from the 77 decay. In this expression EG% are the energy’s first and second local maxima in the
front-layer strips of the LAr calorimeters.

The implementation in Level-1 of algorithms based on E,,;, would require the readout of
individual strip layer cells as input to the Level-1 trigger, which is not considered feasible on
the timescale of a Phase-I installation. Such algorithms may be implemented with the ultimate
upgrade of Phase-II, when free-running read-out of the LAr and Tile Calorimeters with fully digital
information from single read-out channels will be available at Level-1.

Preliminary studies show that shower shape algorithms based on finer granularity slices (An X
A¢ =0.025 x 0.1) in the EM calorimeter’s second layer achieve a background rejection factor for
jets faking electrons similar to what is currently achieved in the Level-2 trigger with the full cell
granularity. These studies are based on a cluster seeding algorithm, which finds the most-energetic
slice (AN x A¢ = 0.025 x 0.1) within a pre-defined window of the initial Rol seed as provided by
the current Level-1 position. The second highest energy slice in phi, above or below the seed, is
selected for the calculation of the energies in the 3x2 and 7x2 “slice” clusters. The algorithm is
shown schematically in Fig. 212

The ratio of the energies in the two clusters defines the Ry parameter, whose distribution is
shown in Fig. B.T3 for electrons and jets respectively. Figure P.14 shows the “Receiving operating
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Figure 2.12. Shower shape calculations at Level-1 corresponding to the Level-2 and offline Ry, parameter.
The highest energy An x A¢ = 0.025 x 0.1 “slice” in the initial Rol, as provided by the current Level-1 is
used to seed the 3x2 and 7x2 clusters, with the second high energy slice in phi, above or below the seed, is
chosen to define the cluster core.
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Figure 2.13. Distribution of the Ry parameter for electrons and jets, defined as the ratio of the energy in the
3x2 over the energy in the 7x2 clusters of the 2nd layer of the EM calorimeter. The size of each element in
the cluster is: An x A¢ =0.025 x 0.1.

characteristic” (ROC) curve, i.e. the efficiency for true electrons vs. the fraction of jets surviving
a95 the cut as the Ry discriminant threshold is varied. The ROC curve shows the effectiveness of the
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algorithm, given that it allows for a jet rejection factor between 3-5, while maintaing fully efficiency
(95-99%) on electrons.
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Figure 2.14. Electron efficiency vs. fraction of jets (%) surviving the parameter cut.

2.3.3 Background rejection through isolation in the hadronic calorimeter

The importance of having depth layers from the hadronic calorimeters to suppress jet backgrounds
so0  has also been studied

Cut variable and value Cut Efficiency
Had core E7 < 2.25 GeV 0.51
Had core 1% layer E7 < 1.00 GeV 0.40
Had cluster (2x1) E7 <1.00 0.47
Had cluster 1% layer Er < 0.75 GeV 0.49
Had core fraction (Had 2x2/EM 2x2) < 0.08 0.60
Had core 1* layer fraction < 0.04 0.51
Had cluster fraction (Had 2x2/EM 2x2) < 0.03 0.45
Had cluster 1% layer fraction < 0.02 0.45
Had cluster 1* layer / EM cluster 2™ layer < 0.04 0.45
Had core 1% layer / EM core 2" layer < 0.06 0.49

Table 2.1. Monte Carlo jet rejection for a 23 GeV pr threshold (parameter values are tuned for 98%
efficiency on electrons reconstructed offline) using the hadronic calorimeter information currently available
in the Level-1 system.
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Table B.1 summarizes the jet rejection efficiencies for cuts on several variables using informa-
tion from the hadronic calorimeter. The results have been obtained on Monte Carlo datasets for
23 GeV pr threshold Rols. The values of the cut parameters have been tuned for 98% efficiency
on electrons reconstructed offline. No significant benefit is achieved by using individual layer in-
formation in the hadronic calorimeter vs. the full hadronic tower. However, depth information may
be needed for jet and missing transverse energy trigger algorithms.

Ry Electron efficiency Jet rejection cut efficiency
Monte Carlo | Enhanced Bias (2011 run)
0.939 99.51% 0.567 0.512
0.951 99.04% 0.606 0.574
0.956 98.47% 0.630 0.597

Table 2.2. Electron efficiency and jet rejection cut efficiency for the Monte Carlo dijet sample (46 interac-
tions per bunch crossing) and for the Enhanced Bias data taken in 2011 using the shower shape Ry, parameter.

2.3.4 Expected rates in Phase-I with the proposed calorimeter trigger read-out upgrade

The rejection of jets with the discriminants described in sections - B33 has been evaluated
in QCD di-jet Monte Carlo samples and with enhanced bias data taken during the 2011 run.

Table shows both the efficiency of electrons calculated from Z — e*e~ Monte Carlo
samples and the jet rejection fraction from the QCD samples aforementioned. The Ry, value chosen
for these studies maintains an efficiency for true electrons of 99.5%.

A further reduction of the Level-1 rates can be achieved by using higher energy resolution of
the hadronic calorimeter trigger towers. Currently, the quantization of the calorimeter trigger read-
out limits the precision to 1 GeV. For electrons with transverse energies in the range 20<E7<80
GeV, higher resolution improves the rejection capability: in these studies it was assumed the digi-
tizers having a 250 MeV least significant bit and a cut on the hadronic core energy Epad core <750
MeV has been applied.

Figure P.T3 shows the expected Level-1 trigger rates for EM non-isolated (top) and isolated
(bottom) objects. The figure shows the impact in the rate reduction when applying separately
Ry and the combination Ry, A Ehad - The plots show also the thresholds required for an overall
bandwidth of 20kHz allowable to EM objects: for non-isolated objects the minimal threshold would
be around 51 GeV, making ATLAS insensitive to most channels with final states with low pt W or
Z produced. With the current Level-1 isolation scheme the minimal threshold would be around 35
GeV, while with the new discriminant variables it could be lowered down to 26-27 GeV.

Table B3 summarizes the results of Fig. E.T3 for a threshold of Er=23 GeV.

When both Ry, and Ehad cuts are implemented, the reduction is a factor of almost 9 and 3 with
respect to the current non-isolated and isolated Level-1 rates, respectively. For comparison, the
efficiency of Level-1 EM objects in selection criteria (4) of Table .3 matching offline electrons is
99.3%.

2.3.5 Improvements of the Missing Energy Trigger

One of the physics goals in Phase-I is to extend searches for new physics to higher mass scales.
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Figure 2.15. Expected Level-1 rates for different algorithms and conditions: rates as extracted from the

current Level-1 trigger (M), with shower shape Ry, cut applied (A) and with Ry and EJ3{, cuts (V). Rates are
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calculated for non-isolated (top) and isolated EM Level-1 objects above 23 GeV.

Such physics scenarios may be detected by their missing energy signatures, like supersymmetric
LSP’s, or Higgs boson decays tau lepton pairs. At luminosities expected for LHC Phase-1, the num-

—_22 _



535

540

545

550

Rate reduction

Selecti iteri
clection criterta Fraction of (1) ‘ Fraction of (2)

(1): Level-1 EM E7 > 23 GeV 100% -

(2): (1) A Level-1lisolation 34.9% 100%
(3): 2) ARy 14.25% 40.8%
4): (3) AEd 11.45% 32.8%

Table 2.3. Fraction of jet passing the Level-1 EM trigger with the present Level-1 isolation algorithms
and with new discriminant variables. For comparison, 99.3% of the Level-1 EM objects matching offline
electrons passing (2) also pass (4).

ber of piled-up minimum bias events could reach a mean value of about 69 at . =3 x10**cm=2s~!
in the 25 ns bunch-spacing scenario. Energy fluctuations will thus lead to missing energy signatures
similar to the processes to be measured.

The ATLAS trigger system is able to select events with missing energy at trigger Level-1 [[Q].
This trigger, implemented in hardware, is based on measurements of transverse energy summed up
in trigger towers of A1) x A¢ = 0.1 x 0.1. The transverse energy sum computed at Level-1 is shown
in Figure .1, left panel, for ATLAS heavy ion data taken in 2010 [[1]]. Similar to pp collisions
with pile-up, heavy ion events contain a large fraction of particles with a soft energy spectrum.
The minimal energy thresholds applied to the Level-1 trigger towers of 1 GeV translate into an
overall loss of reconstructed energy by the Level-1 trigger system. This is visible as an increasing
energy offset when comparing the transverse energy sum determined by the Level-1 system and
using offline event reconstruction. The offset amounts to up to 2 TeV at a ) Et value of 14 TeV.

The right panel of Fig. E.1q shows the Y Et spectrum calculated by the EF trigger, which is
software based. At this level, information from all calorimeter cells is available and a dedicated cal-
ibration at cell level is applied. Comparing to Level-1, a significantly better resolution is obtained.
These results suggest that a better granularity of the calorimetric energy measurement will improve
the trigger rates of the missing energy trigger in pp collisions at pile-up conditions expected for
Phase-I.
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Figure 2.16. The total transverse energy sum, ) Et, computed at Level-1 (left) and EF trigger level (right)
is compared the corresponding quantity calculated offline for events measured by ATLAS during the heavy
ion run in 2010.
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The proposed Calorimeter read-out (see Chapter f]) will provide energy measurements with
finer granularity as input to the Level-1 trigger system. Energy deposits are separately provided
in four depth layers in the LAr barrel and end-cap calorimeters and a single tower in the Tile
calorimeters. The lateral segmentation in 17-¢ is planned to be 0.025 x 0.1 in the strip and middle
layer of the LAr calorimeter, and 0.1 x 0.1 in the presampler and back layer.

With this read-out configuration, the energy thresholds applied for each tower layer can be
lowered such that the reconstruction of the missing energy and the total transverse energy sum
will be improved. The dynamic energy range required for the read-out will have to be found in an
optimization procedure.

Furthermore, refined calibration procedures for the jet and missing energy calculation will be
available at hardware trigger level. Hadronic calibration as developed for the EF trigger chains [[J]
could be applied. The high granularity energies, E;;, of each segment i in sampling j, are linearly
combined to intermediate quantities, X;, per sampling. These are then used to determined the
global quantity X = Y ;(a;X; +b;), where a; and b; are calibration constants, and X one of the
variables ET"*, Y E1, Y E.

Such linear algorithms are ideal for hardware implementation. The expected improved per-
formance for E%liss is shown in Tab. ?? (TO BE DONE) for the E%‘iss resolution at the first trigger
level, together with the corresponding trigger rates.

a comparison of trigger rates for the regular ATLAS calorimeters and for the proposed calo
trigger read-out upgrade is ongoing, results should be presented here in form of table or plots.

2.4 Performance of present ID tracking
The performance of the present ID tracking up to 2*10**cm~2s~! are evaluated from the results
and performances with the Heavy Ion (HI) runs.

The performance of the present ID tracking up to100 overlapping events has been studied
extensively using Monte Carlo simulation [[3] based on Geant4. The tracking efficiencies of the
pixel and SCT layers have been shown, with appropriate cuts, to be stable as a function of pile-up
for simulated electron, muon and pion samples. The requirement of less than 4 % fake rate leads to
only 1-2% additional efficiency losses for muons and pions and 3-6% further losses for electrons
at the highest pile-up. Many studies since November 2009 have confirmed the excellent agreement
of the tracking simulation with data [[4],[[3],[Id].

A recent extreme test of the tracker performance has been provided by the track reconstruction
requirements for HI data. Reference [[7] describes the full tracker performance in an environment
with up to 4000 track per event with pr> 500 MeV. A tracking efficiency independent measure of
the ’centrality’ of the event is chosen to be the number of pixel B-layer cluster hits, since this is
least sensitive to the prcut and the occupancy is still sufficiently low for high hit efficiencies. The
centrality can correspondingly be defined by binning events with the hit occupancy of the B-layer
and assuming equal numbers of entries for equal ranges of centrality.

The comparisons of data and simulation, for a range of centrality values, in terms of number
of hits on tracks in the 3 sub-systems (pixel, SCT and TRT) and two dimensional impact parameter
distributions is remarkably good. Even the most central events (0-10%), which correspond to
B-layer pixel occupancies above 2x 10, are well modeled in all 3 detector systems. At these
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extreme values the TRT is still seen to be contributing to the tracking (albeit with some reduced
efficiency) even though 30% or more of the TRT tubes are hit. prresolution benefits from a 20-40%
improvement by including TRT information even for the most central events[[q].
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Figure 2.17. TRT Occupancy as a Function of the B-Layer Pixel Occupancy. This shows for heavy ion data
(in black) and Monte Carlo (in red) TRT occupancies against those in the pixel B-Layer which is a measure
of the ’centrality’ in the case of heavy ion data. Clearly, the very highest activity events show the TRT hit
rate becoming less linear with event centrality, as the effects of inefficiencies at much higher occupancies
is experienced. The blue data show the results from dedicated LHC running (very sparse "fat bunches" to
deliver high pile-up events to the experiments) at 3.5 TeV on 3.5 TeV in 2011 data (run 00190728).

Figure demonstrates that the conditions anticipated at 2*10**cm=2s~! and 25 ns beam
crossing spacing (i ~55 corresponding to pixel occupancies from 2 — 3 x 10~4) still lie in a rea-
sonably linear part of the distribution, where the TRT occupancies are not leading to significant
efficiency losses. The linearity between the number of pixel clusters and the number of TRT hits
in the detector indicates that the saturation of the TRT detector is not yet at a high level. This
conclusion is supported by Fig.Z.Tg, where a constant number of hits per reconstructed track in the
TRT can seen to be relatively stable over the range corresponding to Phase-I operation (roughly
10° TRT drift circles).

Given that for the case of 40 pile-up events, the number of TRT drift circles per event is
expected to be just over 10°, the average number of hits on tracks under these conditions is found
to still be close to that for low occupancy events. This conclusion is found consistently using
either heavy ion data, proton data or Monte Carlo samples (left figure). This results in 40 pile-up
still giving optimal TRT efficiency over the full tracker acceptance (right figure). In fact the plots
also illustrate at a pile-up of 60 (150,000 TRT drift circles) the TRT performance is probably not
significantly degraded while by 80 or a 100, the efficiency for associating hits with tracks starts to
decline quite rapidly. The good agreement at /S = 900 GeV and 7 TeV of data with Monte Carlo
for the ATLAS Tracker performance, coupled with the successful simulation of hit rates and good
track reconstruction efficiencies in the first period of heavy ion running, lead to confidence that the
current ATLAS tracker should perform well under conditions of pile-up up to around 60, so long as
the integrated doses do not start to approach the design limitations of the silicon detectors[[d]. Any
suggestion that 50 ns beam-crossing rate could be needed to achieve 2%¥103**cm=2s~! luminosity,
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Figure 2.18. Left figure shows the TRT hits on tracks as a function of the number of TRT drift circles while
right figure shows the efficiency of tracks from the SCT being associated with track segments in the TRT
for different pile-up values over the full tracker acceptance. Note here the proton data is for standard 2011

running conditions.

should, however, be treated with caution since above 80 pile-up, the TRT performance will start to

degrade and the corresponding prresolution will be reduced.
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3. Enhancements to the Muon System

3.1 Introduction

The Phase-I upgrade of the muon spectrometer [H] focuses on the muon inner station (EI) of the
muon end-cap. The small wheel is located between the end-cap calorimeter and the end-cap toroid.
This is the region of the highest cavern background flux in the muon spectrometer. Cavern back-
ground is mainly due to low energy photons and neutrons. They normally cause random hits
leading to high occupancy of the detectors. There are also contribution of charged particles of var-
ious energies. They cause, when they penetrate layers of the detector, aligned hits across the layers
producing track segments on EI.

3.1.1 The goal of Small Wheel upgrade

Based on the observations discussed in Chapter 2, one concludes that new small wheels should be
designed and built, which replace the existing small wheels as a part of ATLAS Phase-I upgrade in
order to be prepared for high luminosity beyond the design luminosity and maintain or improve the
ATLAS physics performance to benefit from a large integrated luminosity. The two main elements
of the upgrade are:

e Precision tracker with its performance at high luminosity as good as that of the present tracker
at lower luminosity.

e A new function of performing real time segment reconstruction at every bunch crossings
and providing its position and precision angle (better than 1 mrad resolution) for the Level-
1 trigger generation. The trigger data of the small wheel should arrive at the electronics
for building the end-cap trigger (the sector logic) not later than the arrival time of the main
trigger data from the EM station. The maximum delay is 1.08 usec or 43 clocks from the
beam-beam collision timing.

Since the new small wheel should be operated throughout the Phase-I and Phase-II periods, the
detector and associated electronics have to be designed for the operation at the highest luminosity
after Phase-II, i.e. 5x 10**cm™2s~!. This means that the detector should maintain sufficient per-
formance under the condition of background hits of ~14 kHz/cm? (including a safety factor) at the
smallest radius of the acceptance (R=100 cm). During the running period after Phase-I, a total in-
tegrated luminosity of about 3000 fb~! will be collected. The small wheel detector and associated
electronics and services are therefore required to withstand the corresponding integrated radiation
dose as well as the instantaneous rate. For the detector at the smallest radii, this corresponds to an
accumulated charge of order 1 C/cm? under the assumption of the background rate as discussed
above.

3.2 Outline of new Small Wheel

The basic layout of the new small wheel should be the same as the present small wheel (Figure 2-1)).
The detector will be segmented in 16 azimuthal sectors. They are arranged in a alternating large-
small sector layout in order to match the geometry of the rest of the muon spectrometer. This is
important for track reconstruction and precision momentum determination.
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3.2.1 Mechanical structure and detector layout

The new small wheel should be designed under the constraints that the new system will be inte-
grated in the existing muon spectrometer. The position and dimension of the detector will be similar
to the present small wheel. Most of the existing radiation shielding structures will be reused. They
include the JD disk and the plug shielding [E0]. The support structure - the wheel - will be a
new design, matched to the new detectors and incorporating improvements of accessibility to the
detector components.

3.2.2 Alignment

As in the present small wheel, an optical alignment device should be integrated as a part of the
end-cap optical alignment system. In addition there must be a mechanism for providing internal
alignment within each chamber module. This is particularly important for detector constructions
where deformation is foreseen.

3.2.3 Interface to the Trigger and DAQ system

The trigger data (list of track vectors) from the small wheel are sent to the sector logic in the
USA15 where they are combined with the the main trigger data from the EM (big wheel) TGCs
to generate a list of muon candidates with their p7 and Rol address, which are then used in the
central trigger processor for generating the final Level-1 triggers. New sector logic boards will be
built incorporating the new functions of removing fake triggers using the small wheel information
and possibly making an improvement of the pr resolution. All these processes will be performed
without adding extra latency apart from a few additional clocks needed inside the new sector logic
for more complex processing compared to the present system. Further details are discussed in the
TDAQ upgrade Chapter [7.

In the Phase-II upgrade on the other hand, significant changes of Level-1 trigger are antici-
pated, resulting in a longer Level-1 latency, higher Level-1 rate, or more complex Level-O/Level-1
scheme are under consideration. Details have to be further clarified in future. Priority of the new
small wheel design is on the Phase-1 upgrade, however care should be taken to allow operation
after the Phase-II upgrade with no or modest and limited changes of the system.

The DAQ system should be integrated in the current ATLAS TDAQ system and, at the same
time, be able to support anticipated trigger rate and data throughput for Phase-II. The connectivity
should be designed, in particular, to allow to easily change an input or output interface according to
the evolution of the global ATLAS standard. The design should also include the distribution of the
data between read-out systems to allow optimised communication with the Higher Level Trigger.

3.2.4 Integration

The detector will be assembled and fully tested before the installation. The complete small wheel
will be built on the surface well in advance to the time of installation to ATLAS, allowing sufficient
time for commissioning of the system including the associated electronics.
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3.3 Detector technology

In order to satisfy the requirements for the new small wheel, three detector concepts have been
proposed. R&Ds on detectors and electronics have been extesivily made and show that all the three
options are promising.

The next step is to define the new small wheel project with a single baseline technology to be
chosen by early 2012. The three current options are discussed in the following sections while the
most relevant parameters, that characterize the three technologies, are summarized in Appendix A.

3.3.1 Option A : small tubes MDTs and tracking TGCs

In this design, the detector module is a combination of small drift tube (sMDT) chambers for
precision tracking and fast trigger chambers (sTGCs) providing also second coordinates. This
layout is common to the general concept of the present muon spectrometer. Both of the detectors
(sMDT and sTGC) are based on the existing and proved technologies currently used in the muon
spectrometer (MDT and TGC), but with enhanced performance to match the requirements for the
new small wheels.

e sMDT is made from tubes of half the diameter of the presently used MDT tubes, otherwise
operating under the same conditions with respect to gas gain, gas composition and pres-
sure [E1]]. The reduction of the tube diameter from 30 mm to 15 mm leads to an increase of
the rate capability of the tubes by a factor of 7, sufficient to cope with the level of background
at the high luminosity LHC. This high rate capability is a combined result of smaller tube
size (1/2) and shorter drift time (1/3.5)

e sTGC is a new type of TGC trigger chamber providing considerably improved spacial res-
olution in the bending plane while preserving the basic mechanical structure together with
the operating parameters of the proved TGC system as presently used in the muon end-cap.
An important change compared to the existing TGC is a reduced cathode resistivity of 100
kQ /0O, with which the rate capability has been increased substantially up to 30 kHz/cm?.
In the STGC chambers, unlike the present TGC chambers the wires are running along the
radial direction. The bending coordinates are measured by strips of 3.5 mm pitch which are
located behind the resistive cathode plane. Distribution of induced charges on the strips are
used to obtain precision coordinate with an accuracy of < 100 um. The other cathode plane
of sTGC is used for pad read-out. Coincidence of pad signals across stacked sTGC layers is
used for selecting Rol in which the strip information are processed by a fast electronics to
obtain precision segment coordinates for the Level-1 trigger.

Figure B.]] shows a result of high rate test performed at the GIF facility using a full size pro-
totype of sSMDT chamber. The performance of the standard 30 mm tube is also compared. While
the segment efficiency starts to degrade at 200-300 kHz for the standard MDT chamber (30 mm
tubes), the sMDT chamber (15 mm tubes) maintains its efficiency beyond 1000 kHz/tube which is
the expected rate at L=5x10**cm~2s~! for 50 cm long tubes located at the smallest radii.

Large size sTGC chambers were built and tested with various conditions including high in-
tensity 7y rays and neutron flux. Combined beam tests with the SMDT chamber have also been
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Figure 3.1. Tube efficiency (30) as a function of tube hit rate. The red points are for the existing 30 mm
tube while the green points are 15 mm tube. The red and green dashed curves each shows corresponding
segment reconstruction efficiency calculated requiring at least 4 hits on the track and using the single tube
efficiency.

performed and data analyses are in progress. Preliminary result on the position resolution is en-
couraging; resolution better than 100 um using a Time over Threshold method to find the centroid
of induced charges on the strips. Good timing resolution was observed for coincidence of pad sig-
nals from 4 layers demonstrating that it can adequately be used for bunch identification. In radiation
tests small chambers has accumulated 6 C/cm without any visible deterioration of performance.

3.3.1.1 System layout Like the present small wheel, each sector consists of three chamber units
of trapezoidal shape. Structure of a typical chamber unit is shown in Figure B.4. The sMDT
structure consisting of two multi-layers (4 or 6 tubes each) is sandwiched by two units of sTGC
chambers, one in front and the other behind of the SMDT unit. Each sTGC unit contains 4 layers of
gas gap. In total there are 8 or 12 samplings of charged particle tracks by sMDT. In addition, sTGC
also provide 8 position measurements of the track with similar position resolution as the sMDT.
This layout allows up to 16 potential measurement points or 20 at small radii, ensuring efficient and
robust reconstruction of track segments with high precision in high background conditions. With a
distance of about 30 cm between the sTGC packages an angular resolution of < 0.3 mrad can be
achieved, which allows the efficient removal of tracks not pointing to the primary vertex from the
Level-1 trigger decision.

The read-out of the sMDT tubes will follow the
proved architecture of the present MDT system. A number of additions and modifications will
however be necessary in order to adapt the rate capability of the read-out chain to the requirements

3.3.1.2 Read-out and Trigger electronics

of the high luminosity LHC. For the mechanical integration of the read-out electronics with sMDT,
the layout of the electronics will have to be adapted to the four times higher tube density at the ends
of the chambers. Radiation tolerance of all components will have to comply with the high radiation
levels, in particular at the inner border of the small wheel.
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Figure 3.2. Left: A chamber unit with two sTGC chambers attached to a sMDT chamber. The distance
between the TGC packages is about 30 cm. Right: Structure of a sMDT unit.

Given the high rate capability of the sMDT tubes, the bandwidth of the read-out system has
to be increased. Due to the limitations of the internal buffering scheme and processing speed, the
present TDC can only handle average tube rate up to about 300 kHz/tube, while the sMDT tubes
would run up to 1000 kHz. An improved TDC is therefore an essential requirement for the new
system. Another limitation in the present system comes from the optical link connecting the CSM
to the ROD, which only provides a usable bandwidth of 1.4 Gbit/s. The following new components
are considered for the the new system.

e The ASD is re-designed in the 130 nm technology. A 4-channel prototype has already been
produced and works correctly.

e The TDC will be replaced by the HPTDC, designed by the CERN-MIC group. This 32-
channel device has an improved internal buffering as well as higher transfer and processing
speed.

o The CSM collects data from a MDT chamber, formats the data and sends data, on receipt of
Level-1 accept, via an optical link to the ROD in USA1S5. This unit will need to be updated
to higher radiation tolerance.

e The link connecting the CSM to the ROD will be replaced by a GigaBit transmitter link
(GBT) developed by CERN. This link provides a 3 times higher transfer rate compared to
the presently used GOL serialiser.

The strip signals in the sSTGC are used to reconstruct track segments on the small wheel with
good angular resolution. In the two sTGC units, a local trigger is made from two sets of 3 out of 4
coincidence of pads from 4 layers each. The triggering pad tower selects the strips in its region for
transmission to 8 centroid finders, one for each layer. This selection leads to a 20 fold reduction
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in the number of strips to be processed as well as in the number of centroid finders. The four
centroids in each sTGC package are averaged to give two points in 3-d space, defining a vector
of track segment on the small wheel. The 60 um resolution together with their distance of 250
mm provides an angular resolution of better than 0.3 mrad, satisfying the requirement for the new
Level-1 trigger function. A demonstrator has been implemented from commercial components to
verify the function, in particular the resulting latency of the trigger logic.

The baseline for the front end chip is to use the VMM frontend chip, now under development
(see section B.3.3), including both ASD and read-out logic. The first prototype chip will be avail-
able in early 2012. The sTGC version of this ASD has LVDS output suitable for the trigger logic
using Time over Threshold.

3.3.2 Option-B : small tubes MDTSs and new trigger RPCs

Like the sMDT + sTGC layout, this concept follows the same principle of combining dedicated de-
tectors for precision tracking and triggering, but adopting RPC technology for the trigger detector.
General layout is therefore the same as that of the sMDT+sTGC layout discussed in the previous
section, each detector unit is made from a SMDT chamber sandwiched by two RPC chambers.

The choice of the RPC technology as trigger detector for the new small wheel is motivated by
its excellent timing resolution that is effective to reject low energy uncorrelated background hits
in an hostile operating environment. Additional advantages of RPC include the simplicity of its
structure, the relatively low cost construction, the possibility of being tailored to any shape and the
small amount of space it occupies. In addition, a full MDT-RPC integration concerning the DAQ
was successfully tested. It is based on the same mezzanine cards and CSM circuits as developed
for the sMDT, simplifying the DAQ system using a uniform technology.

The RPC technology is used for the trigger chambers in the ATLAS barrel muon system.
The present RPC is based on a 2 mm gap between two resistive plates of 2 mm thick, made of
melamine coated phenolic laminate. The gas volume is sandwiched between two read-out panels
with mutually orthogonal strips giving a point in the space for each avalanche generated in the gas
volume. The RPC chamber for the small wheel upgrade is conceptually similar to the present barrel
RPC, with a number of upgrades required for the much more difficult operating condition in terms
of particle rate compared to the barrel.

e The single 2 mm gap is split into two 1 mm gaps giving better timing resolution, a lower
delivered charge which increases the rate capability, and higher efficiency due to two gaps
inducing simultaneous signals on the same strips. This structure, multi-gap RPC (mRPC), is
the base of the proposed layout.

e Recent development of a new low noise amplifier allows a substantial increase of the rate
capability by allowing the mRPC signal detection with a factor 10 less charge delivered in
the gas with respect to the present RPCs.

The baseline of the trigger chamber layout is a triplet of 1+1 mm bi-gap mRPCs (Figure B.3)). The
trigger logic requires the 2 out of 3 coincidence within the same triplet, thus strongly reducing the
contribution from uncorrelated background hits, followed by the two fold coincidence of the two
triplet signals for defining the track segment and determination of its vector..
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Figure 3.3. Layout of the mRPC chamber with three units on both sides of the sMDT chamber. Each mRPC
unit is read-out along both 1 and ¢ directions.

3.3.2.1 System layout The layout of the mRPC detector will follow the layout of the sSMDT
chambers with large and small sectors. The mRPC chambers, consisting of 3 bi-gaps, will be
mounted on both sides of the SMDT chambers with read-out strip position referenced to the sMDT
tubes for internal alignment. In total there will be six types of mRPC chambers with different size,
three for large sectors and three for small sectors. There are 96 chambers in total for each wheel.
With an 7 strip pitch of 2 mm and read-out from both ends, the total number of read-out channels
is 230 k for each wheel.

3.3.2.2 Read-out and Trigger electronics FEach gap is read out by orthogonal strip planes. The
strip pitch is 1-2 cm in the ¢ coordinate while the bending 1 coordinate is segmented in steps of 2
mm pitch. All the strips are equipped locally with the low noise front end amplifiers. The strips are
read out in groups of 8 by a specially developed circuit, the Maximum selector, allowing to extract
from the charge distribution the strip or neibouring strips having the maximum induced charge. A
fast mean-timer circuit has also been developed with a resolution of 250 ps. It processes the signal
coming from both ends of a 1 strip allowing to promptly locate the particle impact event in a very
narrow space-time window of AN X A¢ x Af = lemx5cmx2 ns.

In this configuration, position resolution per layer in ¢ and 7] coordinates are 3 mm and 0.3
mm, respectively. Given the lever arm of about 40 cm this would imply the angular resolution in 1
of less than 1 mrad as required for the Level-1 trigger upgrade.

3.3.3 Option-C : Micromegas

In contrast to the other proposals discussed above, the Micromegas design is based on a single
detector technology. It combines trigger and precision tracking using the same detectors.

Micromegas is a specis of micro-pattern gas detector. The excellent high rate capability and
good performance in terms of efficiency, spatial and time resolution are strong points for its appli-
cation to the new small wheels.

A micromegas detector consists of a planner drift electrode, a gas gap of a few mm thickness
acting as ionization and drift region, and a thin metallic mesh at typically 100 um distance from
the read-out electrode, creating the gas amplification region [E2]. A sketch of the micromegas
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Figure 3.4. Sketch of the layout and operating principle of a micromegas detector.

in the drift region is a few hundred V/cm and 40-50 kV/cm in the amplification region. Charged
particles traversing the drift space ionize the gas, the ionisation electrons drift towards the mesh.
The mesh is transparent to most of the electrons as long as the electric field in the amplification
region is sufficiently higher than the drift field. The electron avalanche takes place in the thin
amplification region immediately above the read-out electrode. The micromegas technology takes
advantage of the fast evacuation (~ 100 ns) of the positive ions through the amplification mesh
and therefore allows operation at very high particle fluxes. Reasonably high gas amplification gain
of typically 10* can be achieved. Because of the very small size of charge foot print on the read-
out electrode (comparable to the gap size), a good position resolution is obtained given the fine
segmentation of read-out electrode.

Mircomegas detectors have been successfully used in particle physics in the past years when
good spatial resolution at high rate were required. Micromegas were also successfully used as
read-out device of Time Projection Chambers. For the application to the new small wheels, there
were however two issues to be overcome.

e The size of the small wheel detectors are typically Imx1m. Micromegas of this size had
never been built in the past.

e Due to very thin amplification gap, micromegas is vulnerable to sparking. Sparks occur
when the total number of electrons in the avalanche reaches a few 107 (Raether limit). High
detection efficiency for minimum ionizing muons requires gas gain of 10*. For ionization
processes producing more than 1000 electrons over distances compatible to the typical lateral
extent of an avalanche (a few 100 um) carry the risk of sparking. Such ionization levels are
easily reached by slowly moving charged debris from neutron (or other) interactions in the
detector gas or detector materials.

Through the R&D study in the past years, both of these problems are being solved.
The approach to the first problem is the use of "bulk’ micromegas technology [B3]. It employs
industrial processes used in printed circuit board technology to place the mesh at a fixed distance
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above the read-out electrode, allowing the production of precision structure with the required size
at an affordable cost.

The spark problem is solved by adding a layer of resistive strips on top of a thin insulator
directly above the read-out strip [E4]]. With this protection the detector can be operated at higher
gas gain and reduce the spark currents by about three orders of magnitude. In such a scheme, the
charge created in the amplification region is not directly seen by the read-out electrode, instead the
signals are capacitively coupled.

The detector with resistive strip has been extensively tested in hadron and neutron beams up to
rates far exceeding the expected rates in ATLAS. A large number of detectors have been exposed
to 8 keV X-rays up to rates of several MHz/cm?. Since the beginning of 2011 four small chambers
are successfully operating in the ATLAS cavern and produce clean data. The largest detectors that
have been constructed so far using this technology have the dimension and the shape of a ATLAS
CSC chamber. The size is currently limited by the present size of the PCB facility at CERN, the
active part of this chamber is 0.6x 1.2 m? and covers half of the CSC surface. This chamber has
been successfully exposed to the H6 hadron beam at CERN.

The read-out electrode can be segmented almost arbitrarily. The structure with overlaid strip
layers of different directions was successfully tested up to three read-out coordinates from a single
gap, allowing for two orthogonal strip arrangement, X, u, v read-out arrangements or any other
two-dimensional read-out pattern. Pads read-out can also be implemented.

The thickness of the ionizing gap will be about 5 mm, with the maximum electron drift time is
100 ns. Muons from the IP enter the micromegas with angles ranging from 8° to 30° with respect
to the normal incidence. This means the electrons spread over the distance of 1-2 mm on the
mesh plane along the projected track. If all these charges are integrated, fluctuation of the primary
clusters will lead a poor position resolution of the charge centroid. In order to achieve a good
position resolution for such inclined tracks, the micromegas will be operated in a ‘micro-TPC’
mode in which the drift time of each electron arriving different strips are measured and the track
is reconstructed in 3-D over the drift gap with a good position and also with an angular resolution
of a few degree. In test beam measurements, a spatial resolution of better than 50 um has been
obtained for the precision coordinate with read-out strips of 0.5 mm pitch and of 65 um for the
second coordinate with strip pitches of 1 mm.

3.3.3.1 System layout The layout of the chambers in the small wheel follows closely the cur-
rent scheme, with large and small chambers and the same azimuthal overlap. However the radial
segmentation will likely be four chambers per sector instead of three, limiting the radial extent
of the chambers to less than 1 m and therefore stay within the dimensions of standard PCBs, see
Fig. B:3. With the radial segmentation in Fig. B3 there are in total 128 chambers. Each chamber has
eight detection layers, grouped into two multi-layers separated by a support structure. This layout
requires the construction of eight different chamber types, four each for large and small sectors.
The number of read-out channels is a parameter that depends on the final segmentation of the
read-out electrodes and should be optimised according to the physics needs. The required spatial
resolution in the bending plane can be achieved with a strip pitch between 0.5 and 1 mm. For
the non-bending plane a strip pitch of several mm would be sufficient for a second coordinate
resolution of a few mm. There is also a possibility of adding a pad read-out to help for pattern
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Figure 3.5. Layout of the mRPC chamber with three units on both sides of the sMDT chamber. Each mRPC
unit is read out along both 1 and ¢ directions.

reconstruction by resolving combinatorial background from multiple hits. Such a pad read-out
could either replace some of the second coordinate read-outs, or it could be an additional third
read-out layer of a single micromegas. In a preliminary arrangement of readout electrodes, the
total number of readout channels is about 2 million for two wheels.

3.3.3.2 Read-out and Trigger electronics The function of the read-out electronics system is
two-fold.

e On the reception of a Level-1 accept, provide hit information of strips (charge and time) for
precision track in the off-line reconstruction.

e provide in real time a high resolution vector to be used in the formation of the muon Level-1
trigger.

The read-out and trigger system is required to handle a total of 2 million channels in the micromegas
detector. The first function will be implemented with a data driven system that performs on-detector
zero-suppression. For the trigger function, the design takes advantage of the micromegas with
read-out strips of small pitch (order of 0.5 mm) to realise a trigger system with a factor of 64 fewer
channels. This is achieved by considering only the first arriving hit in each 64-channel front end
chip at a given bunch crossing, resulting in a system that has effectively 3.2 cm granularity but pro-
viding spatial resolution better than half a millimetre. This greatly simplifies the task by reducing
the number of channels by almost two orders of magnitude while not requiring any processing of
the raw signals to determine the hit coordinate with the precision required for a 1 mrad resolution
in determining the angle of track segments.
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A custom front end ASIC is being developed based on the design used successfully for the
read-out of a GEM based TPC [B3]. A chip will contain 64 channels. It will provide the specific
functions for the micromegas based new small wheels. At the same time, it is general enough to be
used by any type of detector using charge interpolation to determine the precision coordinate such
as sTGC or mRPC.

The micromegas operating in the micro TPC mode require both charge and time measure-
ments, the latter with a precision of about 2 ns. The ASIC provides the peak amplitude and time
with respect to the bunch crossing clock in a data driven mode. They are stored in a de-randomizing
buffer and read-out serially with a smart token passing scheme that only reads out the amplitude,
timing and address of the channels with information.

Using the address of first arriving signals, the trigger system will work as follows. At every
bunch crossing the 64 channel front end ASIC outputs the 6-bit address of the channel with the
first detected amplitude above a threshold. The loss of efficiency due to this simplification is
insignificant. Even at a worst case scenario at the highest rate region, the probability of accidentally
having another hit in a strip preceding a signal hit is at a level of 1%. On the detector there are
four front end cards mounted, each carrying 8 front end ASIC. The address of the first hit per chip
is sampled at each bunch crossing and sent out to a trigger logic by Gigabit transceiver (GBTX).
At the receiving end of the link, a system based on Content Addressable Memories is used to
determine the segment parameters at high speed sufficient to satisfy the latency requirement on the
Level-1 trigger function.

On receipt of a Level-1 accept, the already sparsified and digitised data in the buffer of the front
end chips are read out serially using the same GBTX link and routed to read-out drivers (ROD).

3.4 Time table

In view of the scale and complexity of the new small wheel, we plan to assemble the complete
small wheels on surface and to perform a thorough commissioning before the installation. With the
understanding that the installation in ATLAS of the new detector will be in 2018, the assembly of
the small wheels needs to be completed by 2017. Counting the necessary a few years for production
of the final detectors and the new electronics systems which is also of a large scale, and the period
of its development and iteration toward finalisation, the project will need to start in early 2012 with
a single baseline concept defined and resources and efforts focused.

3.5 Summary and conclusions

Under the scenario of the LHC luminosity upgrade and in view of expected physics potential with
the upgrade, the installation of the new small wheels during the long shutdown in 2018 is a vital
step for ATLAS. It will allow ATLAS to maintain its good muon tracking performance which
otherwise be seriously compromised without the proposed upgrade, and to improve the Level-1
trigger performance in the end-cap region to control its rate at high luminosity without raising the
pr threshold in particular for inclusive muons. R&D activities in the past years have yielded several
promising technologies to achieve the goal.
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4. Enhancements to the Calorimeter System

4.1 Introduction

Higher transverse granularity and depth information is required by the Level-1 trigger system to
reduce the rates and improve resolution for several trigger objects as shown in Sec. 2. Rejection
factors of about 3-5 for low pt jets faking electrons can be achieved by implementing shower
shape algorithms using the 2nd sampling layer of the EM calorimeters. Furthermore, studies of
discriminant variables using the 3rd sampling layer of the EM and the hadronic TileCal layers are
in progress and could potentially lead to substantial improvements of the resolution of 7s, jets and
more importantly, missing Er (MET) triggers.

This additional information will require a partial upgrade of the calorimeter front-end read-out
architecture, part of the input stage of the Level-1 calorimeter trigger and the interfaces among
the two system. The upgrade plan for the Phase-I is part of a more general staged program to
be implemented over the next decade for the entire HL-LHC lifetime: the ultimate goal is a free-
running digital architecture of all individual LAr and Tile calorimeter channels.

The proposed architecture will be validated by an in-beam system test planned for installation
in ATLAS during the Phase-0 shutdown. The system will be run seamlessly within ATLAS during
the pre-Phase-I data taking. It is aimed at improving the granularity in one An x A¢ = 0.4 x 0.4
slice of the LAr and Tile barrel calorimeters, matching the size of the current L1Calo electron
algorithm window. Two trigger Tower Builder Boards and four new Tile drawers (first one drawer
and then, if successful, 3 more) with digitization of data at the front-end will be installed in order
to test the digital trigger path and hardware implementations of novel single-object triggers.

For Phase-I an intermediate stage is proposed. It combines analog and digital trigger read-
out, fully compatible with the present analog transmission of the trigger primitives but with a
digital read-out path that contains many of the elements required by the final upgrade. For the LAr
calorimeters this will be implemented by means of new Tower Builder Boards (sTBBs) that are
modified by adding a digital read-out path (Sec. E3.1]- E.:3.4). This provides the trigger with finer
granularity data in depth and in 7). This architecture represents the most developed option so far by
the calorimeter and calorimeter trigger community and serves as baseline design for this Letter of
Intent. Alternative designs (e.g. a fully digital trigger read-out) are also being considered and will
be fully evaluated in the next phase of the development: benefits, challenges, risk and cost analysis
will be part of a global optimization process of the calorimeters and of its Level-1 trigger system
in preparation for a Technical Design Report (Sec. 3.69).

The full digital read-out of the Tile calorimeter is planned for Phase-II. For Phase-I, an upgrade
based on using the "D-cell outputs” (the outermost layer of TileCal) that are already available in
USA-15 is being considered, if it can be motivated by simulations results.

4.2 Overview of the existing read-out system and interface to the Level-1 trigger

4.2.1 Liquid Argon Calorimeters

The current LAr read-out architecture is depicted in Fig. f]. Because of the stringent performance
requirements, the front-end electronics are mounted directly on the cryostats, both in the gap be-
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Figure 4.1. Block diagram of the current front-end read-out architecture.

Cryostat

The front-end boards (FEB) sample the calorimeter signals (128 channels per board) at ap-
proximately 40 MHz, hold the samples in an analog Level-1 pipeline, and after digitization, send
five digitized samples off-detector for each detector cell at each Level-1 accept.

The tower builder boards sum the analog signals from multiple calorimeter cells into towers
for the Level-1 calorimeter trigger, and are connected by long differential signal cables to the
receiver modules in USA15. These are connected further to the Level-1 system which digitizes and
processes the tower energies.

Calibration boards allow injection of known signals into the calorimeter for calibrations, and
controller boards are used to configure and control the boards, as well as distribute clock signals.
The components used in these boards, including more than ten ASICs, have all been qualified in
terms of radiation tolerance for a total integrated luminosity of 700 fb!.

In USA-15 Read-out Driver modules (ROD) convert the raw data samples sent by the FEBs to
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reconstructed energy and signal time. The results are merged with the Level-1 trigger information
and sent to the read-out Buffers and the DAQ system [P8].

4.2.2 Tile Calorimeters

All of the on-detector electronics, apart from the low voltage power supplies are kept in replaceable
“drawers” coupled in super-drawers (see Fig. F.2).

The major design considerations for the on-detector electronics has been radiation tolerance,
reliability, redundancy, minimization of noise and dynamic range. The major part has performed
satisfactory but there are some areas that need improvement.

Inside the drawers PMT signals are grouped and summed into 0.1 x 0.1 trigger towers to form
analog trigger signals, which are transferred via trigger cables to the Level-1calorimeter trigger
in USA15. The PMT signals are also amplified along two paths, high and low gain (gain ratio
64), inside the 3-in-1 front-end boards. These are then digitized in digitizer boards (2x10 bits) and
stored locally in pipeline memories. Events selected by the Level-1 trigger are transferred from
the pipeline into de-randomizer memories and sent via the interface board and optical fibers to the
off-detector RODs. A synchronized clock, trigger decisions and commands (TTC) are sent in the
other direction. Although only two fibers are required for this transmission (one up and one down,
both 800 Mb/s) four are used for redundancy. The dynamic range achieved is close to 16 bits, but
the precision is limited to a level compatible with the overall precision requirement.

The current power supply system distributes bulk DC high voltage (200V DC) from USA15
down to the detector, where it is converted to eight different voltages that are used in the drawer
electronics by means of DC-DC converters. These supplies service the 3-in-1 cards, mother boards,
digitizer and also the high-voltage control electronics. The high voltage part consists of: the PMT
dividers; the individual HV regulation close to the PMTs and finally the HV supplies in the counting
room that deliver one HV source voltage per super-drawer. Apart from this, the regulation cards
support probes providing temperature information from several parts of the super-drawers.
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Figure 4.2. Present TileCal structure

The RODs receive events at an averaged Level-1 rate, which are analyzed with respect to
Energy, Phase and Quality Factor using Optimal Filtering algorithms. These are implemented in
Digital Signal Processors.

In addition to calibration directly from the data, three independent calibration systems are
incorporated into the Tile calorimeter electronics and system design to aid in calibrating the detec-
tor. These systems are critical to the calibration of the system and to monitoring the status of the
detector elements.

The linearity, gain and stability of the front end electronics are monitored by the 3-in-1 charge
injection system. As a permanent part of each front end electronics channel, it is used to determine
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the relative calibration of each channel and to map its response over the full dynamic range of
input signals. Two precision capacitors that are part of the input shaping network are connected to
ground through fast switches. The switch closing is synchronized with the LHC bunch crossing
and its relative phase can be adjusted in steps of 100ps.

A '37Cs monitoring system is used to calibrate and monitor the TileCal subsections. Three
powerful ( 10 mC) '37Cs y sources embedded in metal capsules are carried by liquid flow inside
calibration tubes passing all the calorimeter cells. When a cell is traversed by a source, photons with
the energy E, = 0.662MeV induce light emission in the scintillating tiles that allow a measurement
of the optical quality of the tiles and fibers. The currents are read out at a fixed frequency (90 Hz)
via integrator circuits in the 3-in-1 modules and via the ROD modules.

The PMT performance and the fast read-out chain are also monitored using fast laser light
pulses transported to the photocathode of each PMT by dedicated clear, plastic optical fibers. The
shape of the laser signal is very similar to that of the scintillating light, and its amplitude covers
the whole dynamic range up to the saturation level of the PMTs. The laser itself is monitored by
4 photodiodes and 2 PMTs, where the photodiodes control the amplitude and the PMTs measure
timing and allow sending the laser light in empty LHC bunch crossings.

4.3 Proposed upgrade of the Liquid Argon read-out and Level-1 trigger interface

4.3.1 Possible architectures and system implementations

Figure schematically points out the main differences between what is currently implemented
to read-out the LAr calorimeters and prepare the Level-1 trigger information and what is being
proposed for the Phase-1 upgrades. While the main read-out is unchanged, all the elements which
form and process the information for the Level-1 trigger will be re-designed.

The calorimeter signals are firstly amplified and summed in the main shaping amplifier ASIC
housed on the Front-End Board (FEB). The ASIC provides an analog sum of its 4 inputs. Those
sums are either across 17 or ¢ depending on the calorimeter section and layer. The signals are
further grouped and summed in plugin boards, the Layer Sum Boards (LSB), 2 on each FEB,
which provide the analog shaped sum of An x A¢ = 0.1 x0.1 “slices” in a single sampling layer
of the EM-calorimeter, and then propagated to the Tower Builder Boards (TBB) through dedicated
base planes, installed in the front-end crates.

The TBBs fulfill three main functions: fixed pole-zero cancellation for each of the layer sums,
delay adjustments through a custom LC-lumped network programmed by a Bimux ASIC, and
the actual sum across the 4 layer of the EM calorimeters to form analog trigger tower signals.
The signals are then transmitted differentially over about 70 meters to the receiver system, where
variable-gain amplifiers (VGA) allow the adjustment of the signal gains.

Any upgrade planned for Phase-I will need to be adiabatic with respect to the current sys-
tem since the main Level-1 calorimeter trigger architecture will remain as is: the system will need
to maintain the existing functionality but will also provide additional information and process-
ing capability. Figure .3 shows in red the functional blocks which are either new or need to be
replaced: higher granularity data in the analog front-end, in particular at the output of the LSB
plugins through the backplane, a new hybrid tower builder board, which filters, processes the ana-
log signals (and forms the An x A¢ = 0.1 x0.1 trigger towers), digitizes and sends them over fast
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Figure 4.3. Top Panel. Current architecture of the LAr-Level-1 trigger interface. Bottom Panel. The
architecture proposed for the Phase-I upgrades. In red the proposed new LAr elements.

parallel optical links to the receiver systems, where the raw-data samples are transformed to fully
calibrated transverse energies deposited in each detector “slice” element at every bunch crossing.
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4.3.2 Analog front-end read-out

The first two stages of summing of analog signals are made in the Front-End Boards [Z9].

4.3.2.1 The linear mixer of the front-end shaper ASIC The shaper ASIC [B0], designed in
AMS 1.2 um Bi-CMOS technology, implements a linear mixer circuit, which sums the output of
the 4 preamplifiers with gain selectable through an external pull-up pin. The last stage of the linear
mixer is a CR-RC shaper. The block diagram of the linear mixer is shown in Fig. f4.
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Figure 4.4. Simplified schematic of the linear mixer circuit in the front-end shaper.

The calorimeter channels are mapped to the FEBs in a well defined way [B1l], which remains
unchanged during the Phase-I upgrade. Therefore, signal sums of the linear mixer circuit are
identical to those performed currently. When extracting trigger signals directly at the output of the
linear mixer, the following granularities are available in the 4 LAr barrel EM calorimeter layers:
AN x A¢ = 0.1x0.1 (presampler), 0.0125x0.1 (front layer strips), 0.025x0.1 (middle layer pads),
0.05x0.1 (back layer pads).

This configuration can not be changed without a complete redesign of the FEB, which is not
foreseen for the Phase-I upgrades.

4.3.2.2 Layer Sum Boards The second stage of summing is made on the FEB through the layer
sum boards (LSB), which are pluggable daughter cards, 2 on each FEB, to provide analog sum
signals for a corresponding area of An x A¢ = 0.1 x0.1 in each of the 4 sampling layers. Table f9
summarizes, as an example, the configuration on each of the FEBs installed on the EM barrel
calorimeter [P7]. To increase transverse granularity, the LSB for the front and middle layer FEBs
have to be replaced by new LSBs, with different summing and optimized gains.

4.3.2.3 Front-end trigger baseplanes While currently each TBB board receives 116 analog sig-
nals, for the Phase-1 upgrades the numbers of input signals will be increased by more than a factor 2
(for a total of 284 signals in the configuration summarized in Tab. [.4)). A new baseplane is required
for the Phase-I upgrades to handle the larger number of signals at the input of the Tower Builder.
The channel density in the new baseplanes is feasible but will require attention at the design level
to preserve signal integrity and keep low noise levels.
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EMB layer Input Current No. of outputs | Upgrade | Upgrade Output | No. of outputs
An X Ad LSB Type | (current cfg) LSB type | An X A¢ (upgrade cfg.)

PS 0.1x0.1 Six16 16 Six16 0.1x0.1 16

Front 0.0125 x 0.1 | S8x2 2 S2x8 0.025x0.1 8

Middle 0.025 x 0.1 S4x4 4 Six16 0.025 x 0.1 16

Back 0.05x0.1 S2x8 8 S2x8 0.1x0.1 8

Table 4.4. Current and proposed upgrade configuration of the Layer Sum Boards on the barrel EM calorime-
ter (EMB)

4.3.3 On-detector mixed analog-digital trigger sums

Analog trigger tower as well as the additional information from each calorimeter layer is formed
and prepared for the trigger processors in the Tower Builder Boards (sTBB). A new mixed analog-
digital design is required to shape, digitize, serialize and transmit on optical fiber bundles all the
284 LSB output signals. If backward compatibility with the original TBB needs to be maintained,
trigger tower signals of Anp X A¢ = 0.1 x0.1 are formed and driven differentially over existing 70
m twisted pair cables to the receiver stations in USA-15.

4.3.3.1 Analog trigger tower signal conditioning The output trigger tower sums of the sTBB
will be required to follow the specification of the original board: signal peaking time of 35+3 ns,
gain precision better than 5%, and integral non-linearity better than 1% over the full dynamic range
(0-2.5V). The upper limit of the dynamic range should correspond to 256 GeV Er at 1 = 0. The
noise of the total trigger from the LSB is around ~ 500 MeV, and the intrinsic contribution of the
sTBB components has to be negligible (<10% of the total noise). Signal conditioning requires the
implementation of the following functional blocks for each of the arriving signals:

e Impedance controlled, fixed gain, input receiver.
e Linear fanout and drivers to the new digital section for each of the input layer sum signals.

e First stage of linear mixer to sum the individual layer sums in square sums of size An) X A¢ =
0.1 x0.1.

e Pole zero compensation to equalize signal peaking time and amplitude compensation for all
the signals coming from the different layers.

e Programmable delay line to compensate the differences in cable length and the particle time-
of-flight between the different inputs.

e Impedance controlled delay line receiver.
e Linear mixer among the four calorimeter layers to form the trigger tower sum.

o Output differential drivers.

The development of a dedicated ASIC either in pure CMOS (0.13 or 0.18 pum) or in SiGe BiC-
MOS technology to implement all the functional blocks is being considered by the collaboration.
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The main benefit of such an approach w.r.t. a more traditional design based on discrete components
relies on it being a cost effective solution which will remove challenging integration issues in the
design and layout of printed boards as well as in its power management.

4.3.3.2 Digitization The high granularity analog signals have to be digitized individually by a
high precision fast converter. Studies on the specification and the optimization of its main param-
eters (sampling frequency, dynamic range, effective number of bits) are in progress, in particular
in relation to their impact on the overall trigger performance. The minimum sampling frequency
is 40 MSPS. The dynamic range and an effective number of bits needs to be optimized in order to
allow the Level-1 trigger processors to make use of better resolution to implement more selective
algorithms while keeping the performance requirements manageable.

More importantly, these devices will have to be characterized by low power consumption (see
Sec. B37374) and by extremely short conversion time. A strong constraint on the trigger read-
out system is imposed by the trigger Level-1 latency which requires Level-1 accept signals to be
received by the FE electronics within a limited fixed latency (see Chapter 7 for further details).

Two main lines of R&D are being pursued in parallel by several groups in the collaboration to
address questions related to the technology and the architecture of these converters: characteriza-
tion of COTS devices and design and development of ASIC ADCs. The former has the advantage
of being cost effective (no development costs), and a few devices have been found meeting the
technical constraints and satisfying requirements in terms of total ionisation dose. However their
sensitivity to single event effects are a concern which is being investigated. The latter presents the
advantage of using radiation tolerant technologies but with higher development costs and time. The
baseline plan, at this stage of the development, relies on an ASIC implementation for the produc-
tion and installation of the final system, while a commercial device will be used as backup choice
and for the early demonstrator phase.

Early architectural studies, using pipelined and SAR designs are being developed. Also, early
prototypes in CMOS 0.13um technology are confirming the design’s performance expectations

(B2, [B3].

4.3.3.3 Serialization and optical transmission Digitized data from the individual layers will
need to be multiplexed then serialized for the off-detector transmission.
Multiplexers and serializers will need to implement some of the following functional blocks:

1. Form a transmission frame where a local clock counter may be inserted into the ADC data.

2. Encode the frame which provides the deserializer in the receiver side to recover the word
boundary.

3. Scramble to provide DC balance.
4. Insert error correction or detection (for example, parity bits for each frame).

Different encoding and error detection schemes are being evaluated: both standard encoding
schemes commonly used in high speed optical links, e.g. 8b/10b and 64b/66b, or novel encod-
ing/framing schemes optimized for prompt corrections and re-synchronizations of the links [B4].
Embedded synchronization codes or cyclic control and synchronization messages and redundancy
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schemes may be needed for high speed serial communication systems installed in a radiation envi-
ronment. Indeed single event effects may appear as single bit flips or as burst errors which cause the
deserializer at the receiving end to lose the word alignment requiring a re-synchronization protocol.
Technology selection and dedicated design techniques will be used to minimize cross-sections for
these type of events, but most probably cannot be completely eliminated.

In the configuration of a TBB sending 284 signals at 40MSPS, the total bandwidth may range
approximately between 200-300Gbps (depending on the overhead of the encoding/decoding and
error detection and correction schemes). Configurations with 4 optical transceivers supporting
10Gbps/channel are being considered and developed, taking advantage of the rapid industry ad-
vancements on parallel optical transceivers.

4.3.3.4 Integration and power distribution Integration and system aspects of the sSTBB board
are part of the initial studies and developments given the several boundary conditions of the cur-
rent powering and cooling systems. The power consumption of the board is limited to 80-100 W,
corresponding to 350 mW/channel. The density of the read-out channels is a factor 2.5 higher than
the current Front-End board design. Power management, cooling interface, noise minimization and
proper grounding are among the many system aspects to be considered in the design and specifi-
cation. To maximize flexibility, ease of maintenance and future upgrade of external interfaces, the
board is conceived as an assembly of different pluggable modules as illustrated in Fig. E.3.

Figure 4.5. 3D model of the sTBB board for mechanical integration studies and developments.

4.3.4 Receiving, processing system and interface to the Level-1 calorimeter trigger system

The analog trigger tower information will continue to be processed by the Level-1 calorimeter
trigger system without modification. The signals will be sent to the receiver system in USA-15,
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Figure 4.6. Block diagram of the receiving/processing system and interface to the Level-1 calorimeter

processors.
which form the physical boundary between the LAr electronics and the Level-1 trigger electronics.
1215 This system implements four basic functions:

e Process analog signals with an integration stage and gain adjustment for loss compensation
in the 70 meter cables from the detectors (to equalize gains at 2.5 V for Er=250 GeV).

o Make two-fold analog sums among different modules to cover the calorimeter transition
regions (e.g. where the corresponding trigger towers are split between barrel and end-cap

1220 detectors)

e Rearrange the input signals to an ordering appropriate for the Level-1 calorimeter trigger

logic.
e Provide analog outputs to monitor signal waveforms.

The optical fibers carrying the digitized higher granularity data will be transmitted to receiving
1225 and processing modules before being sent to the Level-1 calorimeter trigger system (see Sec. 7.2
for further details). Figure f. exemplifies a possible implementation under investigation:

o As for the analog trigger tower signals, the arriving optical signals are rearranged through an

optical splice panel.

e Receiving modules realize opto-electrical conversion, time alignment of digital signals, error

1230 detection and correction.

e Proper subtraction of the baseline looking at the signal history over approximately 600ns,
taking into account out-of-time pile-up contributions.
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o FPGA-based processing units apply digital filtering techniques and convert raw ADC data to
fully calibrated energy, and to transverse energy.

e Finally filtered data are transmitted serially to the following stage (see Sec. 7.2.3). The
interface to the trigger will be designed and developed aiming at full compatibility with a
similar interface to be developed for the Phase-II upgrades.

e Filtered data are locally buffered awaiting a Level-1 decision. Upon arrival of a Level-1
accept signal, data are transmitted to the DAQ and/or to the high-level trigger system.

A global optimization of the full chain is required because of the latency budget constraints
during the Phase-I upgrade data taking: in particular the digitization process, and the different
SER/DES stages may impact the latency budget significantly.

4.3.5 System considerations

Table .3 summarizes the number of the TBBs for all the LAr calorimeters, as well as the number
of processing boards in USA-15. Approximately 120 new TBBs are needed to instrument all the
EM calorimeters. About 30 processing boards (DPSs in Figs. 3 EQ), i.e. two full crates, will be
required (i.e. 2 full crates) in USA-15.

’ Detector ‘ Front-End Crates ‘ sTTB ‘ Processing Boards (DPS) ‘

EM Barrel 32 64 16
EC Standard 16 32 8
EC Special 8 24 6
Total EM 56 120 30
HEC 8 16 2%
FCal 2 4

Total HEC+FCAL 10 20 2

Table 4.5. Summary table of the number of boards needed for the high granularity digital trigger for the LAr
EM calorimeters. Also, the quantities needed for the FCal and the HEC are shown, in case such an upgrade
will be extended to those detectors.

The table also includes the case of the hadronic end-cap (HEC) and forward calorimeters
(FCal).

In those detectors tower builder boards (TBB) are replaced by tower drivers boards (TDBs)
where no summation is made. Each TDB has 96 read-out channels driven directly to the receiver
boards in USA-15. Plans to upgrade the TDB with mixed analog-digital boards similarly to that
proposed for the EM calorimeters are being considered. However, it is not possible to increase the
granularity in 1, ¢ of the data sent to the trigger for the HEC.

4.3.6 Alternative designs

Alternative designs of the trigger read-out are being considered by the collaboration. They will be
fully evaluated as part of an ATLAS-wide optimization process of the calorimeter trigger read-out

*including also FCAL proto-trigger data
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architecture and of its Level-1 trigger system in preparation for the Technical Design Reports of
each system. Such a process will analyze benefits, challenges, risks and disadvantages, as well
as costs and resource implications for each option. An example of alternative design is based on
digitized data only, i.e. no analog trigger tower information is sent off detector. Input signals will be
driven only to AD converters. No pole-zero correction, delay nor summing stages are implemented.
The digitized information will be sent to the digital processing system where the original trigger
towers signals will be reconstructed digitally. This alternative design has clearly the advantage of
simplifying the design of the read-out on-detector, decreasing the overall channel density on-board
and, therefore, in principle the risks associated.

However the implications on the overall Level-1 latency budget have to be fully analyzed
(risk assessment including margins for the LAr calorimeters and the other systems). Also, major
implications will incur in the calorimeter trigger systems, whose pre-processors, and, likely, the
cluster modules and both e/y and jet processors will have to be redesigned and rebuilt. Finally, an
additional complication lies in the inter-calibration and data synchronization between the analog
signals from the hadronic calorimeters and the digitized information from the EM calorimeters.

4.4 Proposed upgrade of the TileCal read-out

The full upgrade of the TileCal electronics is foreseen to occur in Phase-II. In anticipation of this it
could be useful to make limited upgrades of the existing system in Phase-I provided the projected
improvements fulfill needs and motivate risks and costs. Along these lines it has been considered
to use the existing so called "muon trigger cables” to bring data from the outermost D-layer to
USA-15 to deliver information about the depth distribution of the energy deposition should that
prove to increase the trigger performance. Whether this is the case or not is subject to simulations.
We know that it does not improve the isolation in the electron triggers much. However, its value
when considering jets and missing Et is being studied.

It is judged that the detector itself (steel, scintillators, fibers, and PMTs) requires only minor
adjustments. Only the elements with higher radiation exposure, the gap and cryostat scintillator
systems, are expected to suffer significant damage.

The gap and cryostat scintillator detectors are designed to correct for energy losses in dead ma-
terial between the Tilecal barrel (long barrel, LB) and extended barrel (EB), and between the central
and forward electromagnetic calorimeter cryostats. These systems will suffer from radiation dam-
age and are designed to be easily replacable, exchanging the scintillator and wavelength-shifting
fibers and re-using the “cans”. The cryostat scintillators in particular, covering the rapidity range
from 1.2 - 1.6, are in a high radiation environment of up to 10 kGy/year and are expected to suffer
significant light loss (up to a factor of 2) after 10 years of nominal ATLAS running (100 fb~!/year).
It is planned to replace the cryostat scintillators after 5 years or less of running.

At the luminosities expected after the upgrades, the radiation damage will be even more severe.
However the radiation dose is not uniform over the cryostat scintillators, but peaks rapidly towards
the inner radius of the scintillators. The scintillators and read-out for each cryostat scintillator are
subdivided into two radial segments, covering pseudo-rapidity intervals from 1.2-1.4 and 1.4-1.6,
with the latter experiencing the highest radiation intensity.

There is a need to investigate possible use of new radiation-hard scintillators and wavelength-
shifting fibers, as well as changing the eta segmentation to avoid the most radiation-intense region
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from 1.5 to 1.6.

Even though the TileCal calibration system will be upgraded in Phase-0, most certainly there
will be issues that need consolidation during Phase-I.

4.5 Proposed time plan and milestones

The ultimate objective (to be implemented for the HL-LHC) is to upgrade the whole calorimeter
read-out, the on-detector electronics and the read-out driver in USA-15 as described in Section
10.2. The plan of upgrade the calorimeter trigger read-out in Phase-I and the full front-end read-
out in Phase-II can be envisaged as a 4-stage program, whose guiding principle is to provide a
“safe” way to gradually develop and validate the new architecture while keeping disruption to the
existing system at a minimum.

More importantly, the staged solution allows time to understand operation at higher luminosity
and allow for more intelligent algorithms already at the Phase-I stage. These more intelligent
triggers (e.g. shape analysis, better reconstruction of the EM cluster position at Level-1, better
timing and BC identification) will enhance the performance of the trigger significantly, allow the
implementation of more robust algorithms at Level-1 as the luminosity is increased and allow for
much of the benefits mentioned in Sec. 2.5.

10yr Upgrade Plan of the Calorimeter Read-out and its Level-1 Trigger Interface

Legend: Phase-0: Generic R&D for Construction for [r—
Potential future  Running NEMEMEEM | system Demonstrator MMM | Phase-| upgrades: B | Phaselupgrades: N Phase-Il upgrades:

LHC running plan Shutdown I Detector/Trigger Intfc. Full Readout Upgrade Full Readout Upgrade

Staged Upgrade

2011 2012 2013 2014
[ I S S S S S |
ATLAS Approvlof ho Prfet ¢

Technical Design Report

Specification and Requirements.
System Design

Prototype construction

System test @ CERN

Demonstrator construction/production
Demonstrator installation/commissioning
Installation of optical fiber ribbons

Technology Devel.

2015 2016 2017 2018

Demonstrator Data Taking
Final Design Review

Pre-production/First Articles/(Long Lead Proc.)
Production Readiness Review

System Construction/Production

Installation

|
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Final Design Review

System Validation
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Production Readiness Review
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|

Installation/Commissioning - Proj. Completion

Figure 4.7. Possible implementation and timeline of a staged upgrade of the calorimeter read-out through
the different phases of the LHC and ATLAS upgrades.
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4.5.1 Implementation of a staged program

The staged upgrade program can be summarized as follows (a possible timeline of the staged
program is depicted in Fig. E7):

e Architecture system test project implemented on a An x A¢ = 0.4 x0.4 calorimeter partition
1320 during the Phase-0 shutdown.

e “Adiabatic” upgrade of the calorimeter trigger read-out and of its trigger system in Phase-I
as described in the previous sections.

e Continuing full support of R&D of critical front-end components for the Phase-II upgrades.

e Full upgrade of the detector read-out in Phase-II.
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5. Forward Physics System

The proposal is to install an ATLAS Forward Proton (AFP) detector in order to detect protons at
206 and 214 meters on both side of the ATLAS experiment at a very small scattering angles. This
will open a new domain of physics accessible to ATLAS. Unique to this proposal, and different
from what has been done up to now, is the ability to operate at large luminosity, looking for rare

phenomena.
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Figure 5.1. Sketch of the LHC beamline region where deployment of one arm of the AFP detector is
planned. Upper part:Layout of the straight section from the ATLAS IP to the quadrupole Q7. The position
of the ALFA detector and of the collimators discussed in the section on the detector acceptance is indicated.
Lower part: Expanded view of the region between 202.257 and 221.472 m where the AFP detector will be
located. The two stations AFP1 at 206 m and AFP2 at 214 m are shown.

Figure p.1] is a sketch of the LHC beamline region where deployment of the AFP detector is
planned. This arm will consist of two sections (AFP1 and AFP2) of specialized beam pipe (see
Sec. p.3), that allows the detectors to be in a retracted position during the injection of protons
into the LHC, and remotely positioned close to the beam after collisions are established. AFP1,
is a small section of beam pipe with a “pocket” containing a 6 layer Silicon tracking detector
as described in Sec. B4, The second station AFP, which is about 8m further from the ATLAS
interaction point will contain two pockets. The first (ordering with increasing distance from the IP)
with another tracking station identical to the first one, and the second containing a timing detector
named QUARTIC, described in Sec. f.3. The aim of this setup, mirrored by an identical arm placed
on the opposite side of the ATLAS IP, will be to tag and measure the momentum, angle, and time-
of-flight of protons emerging intact from the pp interactions thus allowing ATLAS to expand its
physics capabilities both in Standard Model and exploratory physics as described in Sec. B.1]. This
program will be unique among the LHC experiments, thanks to the important capability added
to this project by the timing detectors which allow one to reconstruct with a few mm precision
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the pp interaction vertex using the two tagged protons. In this way one can efficiently reject the
pile-up background of a central system superimposed on two single diffractive proton events in
the same bunch crossing. This type of fake background becomes quite significant, and would
overwhelm many of the signals of interest at the highest values of u anticipated in Phase-1. The
above mentioned spatial resolution corresponds to the presently achieved time resolution of about
10 ps, which is eventually considered as an upper limit to the one obtainable with the finally
installed timing detector.

The acceptance of the detector and the strategy proposed to optimize it by changing the colli-
mator settings is described in Sec. B.2. In Sec. p.4 the proposed time scale for the detector installa-
tion will be finally presented.

The physics reaches reported in Sec. p.1] are obtained after a full simulation using the ATLAS
MC of both signal and backgrounds (including pile-up effects).

In Tab. p.§ we report a summary of the performances and of the design specifications for the
various parts of the AFP detector discussed in the next sections of this chapter.

Tagged proton momentum loss & 0.02<€<0.2
Acceptance Typical di-photon mass acceptance | 300</(&;&,5)<1200 (GeV)
Spatial Resolution ~ 15 um
Si Tracker Angular Resolution ~ 1 urad
Reconstructed Mass Resolution ~ 5 GeV
QUARTIC | Time resolution <10 ps

Table 5.6. Summary of the AFP detectors parts design specifications.

5.1 Physics motivation

The purpose of the new forward detectors described in this letter of intent is to open a possibility to
identify and record events with leading intact protons emerging from inelastic collisions occurring
in ATLAS. The main physics output comes from the remarkable capability of AFP to tag and
measure both protons in the final state and can be divided in two different classes:

e “exploratory” physics, concerning in particular the search for anomalous couplings between
Y and W or Z bosons, which allow models beyond the SM (for example extra-dimension and
Higgs-less models) to be probed with an unprecedented precision at the LHC. In addition, a
new particle discovered at the LHC can be produced in the exclusive diffractive mode and
its observation allows its spin and its mass to be determined on a per event basis with high
precision.

e “standard" QCD physics, such as double Pomeron exchange (DPE) measurements in the jet,
Z, W channels, and the search of exclusive production in the jet channel for instance. For
these processes, both protons in the final state are tagged. DPE production of dijets and W/Z
bosons are described in the QCD part. These topics follow the measurements obtained in
diffraction at HERA (H1/ZEUS) and the Tevatron (CDE/DO0), and allow extension of these
measurements to a completely new kinematical domain. Stringent tests of QCD evolution as
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Figure 5.2. Fraction of pile-up events in AFP (double tagged events) as a function of the average number of
interactions with a timing resolution of 20, 10 ps, and for a diffractive mass greater than 800 GeV.

well as a better determination of the partonic structure of the exchanged colorless object, the
Pomeron, can be performed.

In the following, these two topics are described in detail. As a baseline for our analysis, 30/300
fb~! are taken for exploratory physics and 10 fb~! for QCD processes. In the full simulation an
average number of interactions per bunch crossing y =23 or 46 are assumed.

Within such a high pile-up environment, the leading background is from non-diffractive events
overlapping with two intact protons originating from pile-up events. The AFP acceptance together
with the timing detectors allows a significant reduction in the background as shown in Fig. B.2. The
background reduction factor is about 100 (at y ~ 23) requiring both protons to be inside the AFP
acceptance and for timing detectors with a 20 ps resolution. Requesting the diffractively produced
object to be at high mass above 800 GeV allows one to keep a fraction of pile-up events as small
as 2 107 for u =23.

5.1.1 Exploratory physics: Anomalous couplings between W/Z bosons and y

AFP improves the reach of ATLAS for physics beyond the Standard Model. The reach on probing
Higgs-less or extradimension models is significantly enhanced using AFP.

An example is the sensitivity to anomalous couplings, which has been shown to probe them at
a level two orders of magnitude beyond the standard ATLAS analysis by combining measurements
of the central event in ATLAS with additional constraints from the protons using AFP, as discussed
below. The search for anomalous couplings between y and W /Z bosons is obviously fundamental
if no Higgs boson is found at the LHC since alternative Higgs-less models will be needed, many of
which could be probed through the appearance of anomalous couplings originating from dimension
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Figure 5.3. Sketch diagram showing the two-photon production of a central system.

6 operators. In the case of a Higgs boson is discovered at low mass for instance, besides considering
the option to complete the system by adding the stations at 420 m [B3] (thus adding the capabil-
ity of measuring the quantum numbers through the observation of exclusive Higgs production),
quartic gauge anomalous couplings originating from dimension 6 operators are still predicted by
extradimension theories. In either case the improved anomalous coupling sensitivity is sufficient to
indicate the presence of extra dimensions or other new physics. Low cross section measurements
such as the search for quartic anomalous couplings in ATLAS require the AFP to operate at high
instantaneous luminosity, where overlap or pile-up backgrounds must be considered. To study this,
we have simulated the process of W pair production induced by the exchange of two photons as
shown in Fig. [Bd]. It is a pure QED process in which the decay products of the W bosons
are measured in the central detector and the scattered protons travel intact in the beam pipe at very
small angles, where they are eventually detected by AFP. The superposition of a standard W pair
event with two single diffractive events is the leading background for this process.

The lowest order interaction Lagrangian involving two photons are dim-6 operators and the
following parameterizations of the quartic couplings is adopted.

0 —e agV WUV oy — e ag UV 7o
o = gt E W W gy a2 2
2 W +oy— —ay+ 2 7
L — % g pup W Wﬁ W Wﬁ ) _ ¢ G p puByoy 5.1)
6 8 A2 M 2 16c0s2 By A2 M p ‘

where ag, ac are the parameterized new coupling constants and the new scale A is introduced so
that the Lagrangian density has the correct dimension four and is interpreted as the typical mass
scale of new physics.

The results concerning the search for quartic anomalous couplings are presented in the physics
chapter of this document and the gain is about two orders of magnitude with respect to the stan-
dard ATLAS reach without AFP, reaching the sensitivity needed to probe Higgs-less and extra-
dimension models.

5.1.2 QCD physics
AFP will allow ATLAS to explore QCD and the structure of diffraction in a completely new kine-
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matical domain at high mass and high py following the measurements performed at HERA and in
the Tevatron. The LHC data will make it possible to address the following fundamental questions:

e What is the structure of diffraction? Can one understand the structure of the colorless
exchanged object (the Pomeron) and describe it in terms of quark and gluon? Can the
QCD evolution be described in terms of the Dokshitzer-Gribov-Lipatov-Altarelli-Parisi [B7]
(DGLAP)? What is the structure of this object at the high energy now reached at the LHC?

e Very high gluon densities are reached at the LHC. This has important consequences in QCD
since non-linear QCD effects and new phenomena such as saturation are expected to occur.
The test of the QCD evolution using the jet cross section measurements will allow ATLAS
to probe such effects.

e What is the production cross section for exclusive diffractive events in photon or jet channel?
This is specially fundamental to understand this new class of events and to constrain further
the exclusive Higgs production at the LHC [BY].

e In addition to the hard diffractive event, in at least 90% of the event, the hard interaction
is accompanied to soft exchanges which kill the rapidity gap or the intact proton in the
final state. Understanding the survival probability is related directly to soft exchanges and
underlying events and is fundamental for many processes at the LHC

The possibilities of QCD diffractive measurements in ATLAS using AFP are illustrated by study-
ing the two following topics: the measurement of the diffractive jet cross section, which is sensitive
to the gluon content of the Pomeron, and the search for exclusive jet production and of the diffrac-
tive double Pomeron exchange W and Z production cross section which are sensitive to the quark
content of the Pomeron.

In this document the first ideas of performing such measurements at the LHC are presented
while the full simulation results are still in progress. The main difficulties of these analysis is due
to the fact that the non-diffractive background (for instance jet inclusive production) has a cross
section four orders of magnitude higher than the DPE one. Requiring two protons in the AFP
detectors within a 10 ps window allows one to reduce this background by more than a factor 100,
but additional requirements are needed to obtain a cleaner sample.

The high energy and luminosity at the LHC allow exploration of a completely new kinematical
domain. Tagging both diffractive protons in ATLAS will allow the QCD evolution and the gluon
density in the Pomeron to be measured using the dijets cross section measurement as shown in
Fig. 5.4. In order to show the potential of such a measurement, the jet pr distribution for 10 fb~!
when the protons are tagged in AFP are displayed. The gluon uncertainty, as measured at HERA,
is extrapolated to LHC energies and its uncertainty is displayed as as a grey band. In order to stress
the poorly known gluon density at high 3 (the fraction of the Pomeron momentum carried by the
struck parton), the gluon density is multiplied by (1 — )" where v varies between -1 and 1. When
v = —1 (resp. 1), the gluon density at high f3 is enhanced (resp. decreased). This reflects the poorly
known gluon distribution in this region (introducing the v parameter in the HERA QCD fits leads
to a central value of 0, but with an uncertainty of 0.6). ATLAS data will allow further constraints
of the gluon density.
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Figure 5.4. Jet pr distribution in the AFP acceptance for DPE jet production for 10 fb~! at \f(s) =14TeV.

The LHC high energy and luminosity allows one to measure precisely the W and Z DPE cross
sections when the protons are detected in AFP. The measurement of the W charge asymmetry in
diffractive events allows in addition an important test of diffractive models for the first time. If one
assumes the Pomeron to be made of quarks and gluons which are evolved using the usual DGLAP
equation, the quark and antiquark densities are equal (1 = i and d = d) since there is no valence
quark in the Pomeron. This implies that the charge asymmetry should be 0. In other models, such
as soft color interaction [B9] where diffractive events are due to special string rearrangement in the
final state at the hadronisation stage, the diffractive asymmetries will be the same as in standard
non-diffractive W events as shown in Fig. B-3.

5.2 Collimators, beam simulation and detector acceptance

Protons that have lost typically 100 GeV or more energy in the primary interaction, emerge laterally
in the AFP acceptance after passing through quadrupoles and bending magnets as shown in Fig. 5.4.
The acceptance and energy resolution of the forward detectors depends on the LHC beam optics
and on the position of the detectors relative to the beam.

Collimators are placed around the outgoing beams from ATLAS to protect beamline elements
from collision debris. These TCL collimators have been nominally set in simulation, but the present
baseline scheme for the LHC beamline has the effect of obstructing the acceptance of the down-
stream proposed detector stations. A solution is proposed (see Fig. p.I) in which the existing
collimators TCL.4 and TCL.5 (at approximately 150 and 184 m from the interaction point) are re-
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models whereas it is similar to the asymmetry obtained in the proton case for SCI.

tained and a new collimator TCL.6 is installed at 225 m. The addition of the new collimator allows
the aperture of TCL.4 and TCL.5 to be relaxed and restore the acceptance. Apertures of for TCL.4,
TCL.5 and TCL.5 of 300, 500 and 400, respectively, have been shown in simulation to provide
excellent protection for the beamline while allowing a good acceptance for the AFP stations [E{].

Detailed studies have been carried out regarding the machine-induced backgrounds in the
LSS of ATLAS, describing the background and radiation environment [E]]. Furthermore RF and
impedance studies have been made of prototype pocket designs [E] , showing that the RF impact
on the beam is small for both single and double pocket configurations.

The fast tracking program, FPTrack [EZJ], now incorporated into the ATHENA package, has
been verified in detail against the MAD-X package, and is used to study acceptances and reso-
Iutions. Forward protons emerging from the interaction region are tracked through the system of
magnets and collimators that comprise the beamline. An updatable model of the LHC beamline
optics is implemented, using fully momentum-dependent thick-magnet formula at each beamline
element. Collimators are taken into account, as are the apertures of the beamline elements. The
ExHuME and FPMC Monte Carlo [EJ] have been used to generate outgoing protons from the
central exclusive production of various final states. For a given optics, the position and direction
of a proton hitting the 210 m detectors depend chiefly on the energy E and scattering angle 6
of the proton emerging from the primary interaction. These primary quantities can be obtained
from the measurements by means of a parameterized formula, enabling the mass of the centrally
produced object to be determined independently of the measurements in the ATLAS detector, and
usually much more precisely. Figure f.7 shows the acceptance for detecting centrally produced
objects generated by the photon-photon process, as a function of their mass and of the distance of
the tracking station from the beam. The collimator settings affect the acceptance at higher mass
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values.
The measured mass resolution of an exclusive centrally-produced narrow object is affected by:

1505 e the Gaussian width of the momentum distribution of the circulating proton beam (0.77 GeV);

the lateral uncertainty of the position of the interaction;

the angular spread of the interacting beams, equivalent to a lateral momentum smearing of
0.21 GeV on the outgoing proton;

the position measurement uncertainty in the detector system;
1510 o the angular measurement uncertainty in the detector system.

A mass resolution of 3-4 GeV can be achieved if the proton position and horizontal direction are

measured to 10 um and 1 urad respectively, degrading to 5 GeV if the direction is measured to 2
urad.

A consistent alignment of the silicon system relative to the magnets, the beamline and the

1515 experimental hall can be achieved in real time by means of beam position monitors (BPMs). Two

options for BPMs are being considered: a large-aperture BPM mounted directly on the moving
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Figure 5.6. Simulation of the diffractively scattered proton position distribution at the level of the AFP1
station at 206 m. Superimposed to the distribution is a square of 20 mm x 20 mm, representing the acceptance
of one layer of the Silicon detector tracker.
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beampipe and related to the position of the silicon detectors by knowledge of the mechanical struc-
ture of the assembly, and a system of BPMs mounted on the (fixed) LHC beampipe at both ends of
the region, with their position and the moving silicon detectors’ positions referenced to an align-
ment wire using a Wire Positioning Sensor (WPS) system. It is likely that both systems will be
employed. A measurement precision of a few microns is expected.

However to take into account any unknown or unforeseen effects, it is necessary to calibrate the
momentum measurement of the protons. The procedures to perform this calibration are under study.
One promising candidate is, for instance, a calibration performed by means of the photoproduction
of lepton pairs, of which muon pairs give best precision, in the central ATLAS detector. Triggers
exist that should be able to record events in which a muon pair is produced by the photon-photon
process where the photons radiate off the protons. The accurately measured momenta of the muons
allow the momenta of the forward protons to be accurately evaluated, and compared to the values
measured in the forward system. It is not necessary to record both of the forward protons in any
given event. Using the LPAIR program to generate muon pairs produced within a rapidity range
of +2.5, the rates of calibration events that can be obtained in this way has been estimated. To
calibrate a shift of the mean momentum of one-seventh of its measured resolution, 50 events would
be required, since the backgrounds will be small. With the silicon detectors positioned at a distance
of 2.0, 2.5, and 3.0 mm from the beam an integrated luminosity of 1.1, 2.6 and 6.6 fb~1 will be
required to make a calibration. Obviously the situation is improved if the detectors are as close as
possible to the beam.
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Figure 5.7. Acceptance as a function of centrally produced mass for 210 + 210 m proton tags for the edge
of the silicon detector active region located at different distances from the beam. The collimators are closed.
Version 6.503 of the LHC optics files has been used with: beam energy spread o = 0.77 GeV, B* = 0.55
m; angular divergence at the IP 09 = 30.2 prad; crossing angle = 142.5 urad in the vertical plane at IP1 .
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WINDOW

Figure 5.8. Design of the thin window.

5.3 The movable beam pipe

In order to measure the scattered protons, a specialized movable beam pipe (Hamburg Beam Pipe,
HBP) is under development, based on a design successfully deployed at DESY in 1995 [E4]. In its
design, the predominant aspect is the minimization of the thickness of the portions called floor and
window (see Fig. p.§). In order to minimize multiple scattering and secondary particle emission
the thickness of the window must be as low as possible. In order to maximize the physics accep-
tance,it is also necessary to minimize the distance between the detectors and the beam including
the thickness of floor. As the size of the detectors is approximately 20 x 20 mm, the initial design
uses a height of 24 mm for both floor and window as well as a depth of 22 mm. In this project,
the beam pipe AFP1 (see Fig. p.1)) hosts the first tracking stations in a pocket with a floor length
of about 100 mm, while the other beam pipe (AFP2) is split in two independent portions hosting
in the first one a Si detector (floor length of about 100 mm) and in the second one (floor length of
about 700 mm) the timing detector (QUARTIC).

The thicknesses of the floor and the window are 300 m and 250 pum respectively so that the
maximum level of stress, located at the transition between the thin wall and the rest of the beam
pipe, does not exceed the yield point of the chosen material (austenitic steel AISI 316LN). The
value of the window meets the need of a cumulative thickness smaller than 1 mm.

To realize this beam pipe several manufacturing steps are needed. The portion of pipe in-
cluding floor and window is roughly machined leaving a fairly good amount of extra material to
preserve its rigidity during laser or the electron beam welding. In case of full penetration weld, all
welding burrs interacting with the beam must be removed by polishing the surfaces before doing
the final EDM machining setting the definitive dimensions. To reduce the roughness, the beam pipe
may be electro-polished before being NEG coated.

To prevent a possible vacuum breakdown, the beam pipe and all detectors are housed in a
sealed container where medium vacuum is made (secondary vacuum). From a mechanical point
of view the beam pipe does not see any wall deformation and, therefore its horizontal movement
towards the beam does not have to be corrected or offset. Operating in medium vacuum might be
electrically unsafe because of voltage breakdown, as the Si detector (voltage up to few hundreds
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Figure 5.9. Overall setup at 210 m.

Volt) should be placed very close to the beam pipe floor. This implies that the floor or the detector
has to be insulated. The range of motion of the beam pipe can vary from 15 to 35 mm according
to its shape depending on vacuum impedance. The target for the precision and the reproducibility
of the displacement towards the beam of the whole assembly (beam pipe, detectors and container),
placed on a moving table remotely controlled via a system similar to the one used for the LHC
collimators, would be around 10 - 20 um while the accuracy of the measurement of the movement
should be better than 10 pm.

In the direction of the scattered proton, the layout of the installation consists of a first BPM,
two or three bellows (depending on the vacuum impedance) permitting a displacement from 25 to
about 40 mm (around 12 mm per bellow), the second BPM, the container where the beam pipe and
the detector is housed in, the third BPM out of the container, two or three bellows and the forth
BPM. A WPS (Wire Position System) is installed on the first and the fourth BPM.

5.4 Silicon tracking detector

The purpose of the tracker system is to measure points along the trajectory of beam protons that
are deflected at small angles as a result of collisions. The tracker when combined with the LHC
dipole and quadrupole magnets, forms a powerful momentum spectrometer. As anticipated in the
introduction, the Silicon tracker stations will be installed in HBP at 4+ 206 and £ 214 m from the
ATLAS IP. To reconstruct the mass of the central system produced in ATLAS, it is necessary to
measure both the distance from the beam and the angle of the proton tracks relative to the beam
with high precision, so, as already mentioned, BPM have been integrated into the HBP system.
The smallest distance at which sensors can approach the beam to detect the scattered pro-
tons determines the minimum fractional momentum loss (&) of detectable protons. With a typi-
cal LHC beam size at 210 m of Gpegn ~ 100 um, the window surface of HBP can theoretically
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safely approach the beam to 15X Gpenn =~ 1.5 mm. The thickness of the thin window is approxi-
mately 250 um and the dead region of the sensors ranges between ~ 200um (for 3D sensors) and
250 um (for planar) giving the closest distance of about 2 mm. This corresponds roughly to the
range 0.02 < & < 0.2 and consequently to a range of central masses from a few hundred GeV to
beyond one TeV for double-tagged events as already shown in Fig. p.7 for the case of central pho-
toproduction. Placing the sensors a few millimeters from the beam imposes high demands on the
radiation hardness, the radio frequency pick-up in the detector and the local front-end electronics.
The key requirements for the silicon tracking system at 210 m are:

e Spatial resolution of ~ 10 (30) um per detector station in x (y)

e Angular resolution for a pair of detectors of about 1 urad

High efficiency over an area of 20 mm x 20 mm.

Minimal dead space at the edge of the sensors

Sufficient radiation hardness

Capable of robust and reliable operation at high LHC luminosity

The basic building unit of the AFP track detection system is a module consisting of an assem-
bly of a sensor array and on-sensor read-out chip, passive components and electrical services for
LV, HV and signal routing. The module will be mounted on the mechanical support with embedded
cooling and other necessary services.

Concerning the choice of the sensor type, AFP is closely watching the decision process of
the IBL (Insertable B Layer) upgrade project [A3] and is willing to follow its decision because
it has a very similar time schedule and main requirements (see above). The IBL considered two
options of the silicon sensors, namely the 3D and planar slim-edge n-in-n. Recently, the Panel for
the choice of the IBL sensor type concluded that both technologies satisfied the IBL performance
requirements. For the AFP detectors, the 3D option has clear advantages in providing very short
inactive edges (of the order of ~ 200um), high radiation tolerance and low bias voltage. Therefore
the 3D technology is considered as the baseline for the 2013-2014 installation (see Sec. p.f) and
the planar slim-edge n-in-n as the backup one.

For ATLAS tracking upgrades, starting with the IBL, the new front-end chip FE-I4 has been
developed which supersedes the FE-I3 presently installed. The FE-14 integrated circuit contains
read-out circuitry for 26 880 hybrid pixels arranged in 80 columns on 250 pm pitch by 336 rows
on 50 um pitch, and covers an area of about 19 mm x 20 mm. It is designed in a 130 nm feature
size bulk CMOS process. Sensors must be DC coupled to FE-I4 with negative charge collection.
The FE-14 is very well suited to the AFP requirements: the granularity of cells provides a sufficient
spatial resolution, the chip is radiation hard enough (up to a dose of 3 MGy), and the size of the chip
is sufficiently large that one module can be served by just one chip. This significantly simplifies
the design of the AFP tracker, as no special tiling arrangement is needed.

The dimensions of the individual cells in the FE-14 chip are 50 ym x 250 pum in the x and
y directions, respectively. Therefore to achieve the required position resolution in the x-direction

— 63—



1630

1635

1640

1645

1650

1655

1660

of ~ 10 um, six layers with sensors are required (this gives 50/v/12/v/5 ~ 7 um in x and roughly
5 times worse in y). Offsetting planes alternately to the left and right by one half pixel will give
a further reduction in resolution of at least 30%. The required position and angular resolution is
indeed obtained from the tracking studies and is consistent with a mass resolution of ~ 5 GeV.

Preliminary evaluations, to be confirmed, show that the AFP sensors are expected to be ex-
posed to a dose of 30 kGy per year at the full LHC luminosity of 10**cm~2s~!. For comparison,
the innermost layer of the ATLAS Pixel detector is expected to be exposed to a dose of 200 kGy
per year, and therefore much bigger than the one expected for AFP. Results from test beams with
the silicon pixel sensors in the ATLAS [Ed] and CMS [E7] detectors show that the detection effi-
ciency may be kept above 95% for fluences lower than ~ 10" n,, cm 2 if the irradiated sensors
are operated at bias voltage of 600 V (non-irradiated sensors are normally operated at 150 V) and
the pixel electron threshold are lowered.

The operation of silicon detectors at low temperature (~140 K) limits the leakage current.
The experience with the ATLAS Pixel detector shows that it is sufficient to cool only the read-out
electronics (the sensors are cooled indirectly via bump-bonding) to temperatures well below 0°C
(-13°C in this case). Until proper thermal tests are done it is assumed that the detectors will be
cooled to -15°C. A preferred option for the cooling is the Vortex based Dry Air Cooling System.
A laboratory-scale prototype is available with a possibility to manipulate cooling air temperature
between -40° and -10°. The small size and use of dry air as coolant circulating in tubes placed
allows for a local placement next to the detector and electronics, outside the secondary vacuum.
Tests with realistic AFP detector engineering mockups are envisaged.

5.5 The Timing detector

A fast timing system that can precisely measure the time difference between outgoing scattered
protons is a key component of the AFP detector. The time difference is equivalent to a constraint
on the event vertex, thus the AFP timing detector can be used to reject overlap background by
establishing that the two scattered protons did not originate from the same vertex as the central sys-
tem, and can also be used to confirm that any observed signal is consistent with a single interaction.
The final timing system should have the following characteristics:

e 10 ps or better resolution (20 ps is likely sufficient for the first couple of years of operation);
e acceptance comparable with the one of the tracking detector and efficiency close to unity;

e up to several MHz rate capability;

enough segmentation to minimize proton pile-up also at he highest u ;
e trigger capability.

Figure .10 shows a schematic overview of the proposed timing system, named QUARTIC, con-
sisting of a quartz-based Cerenkov detector coupled to a microchannel plate photomultiplier tube
(MCP-PMT), followed by the electronic elements that amplify, measure, and record the time of the
event along with a stabilized reference clock signal. The QUARTIC detector consists of an array of
fused silica bars ranging in length from about 8 to 12 cm and oriented at the average Cerenkov an-
gle. A proton that is sufficiently deflected from the beam axis will pass through a row of eight bars
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emitting Cerenkov photons, with those emitted in the appropriate azimuthal angular range accepted
by the MCP-PMT, providing an overall time resolution that is approximately v/8 times smaller than
the single bar resolution of about 30 ps, thus approaching the 10 ps resolution goal without putting
overly stringent requirements on any single measurement. Prototype tests have generally been per-
formed on one row (8 channels) of 5 mm x 5 mm pixels, while the initial detector is foreseen
to have four rows to obtain full acceptance out to 20 mm from the beam. The initial design had
equal area pixels, but it is more sensible to have equal rate pixels, so it is planned to reduce the
width of detector bins close to the beam, where the proton density is highest, while maintaining
the same MCP-PMT pixel size to equalize the rate per unit area. One option to accomplish this is
using a quartz-fiber version of the QUARTIC. Not only does this improve the multi-proton timing
capability (which becomes important at high luminosity, where the overlap background is worst),
but it also equalizes the current among MCP-PMT pixels, which helps extend the device lifetime.

Since MCP-PMT’s were not believed to be sufficiently robust for the high rate LHC environ-
ment, MCP-PMT lifetime has been one of the key concerns about the viability the timing system.
Consequently, lifetime studies and improvement has been one of the major focal points of the fast
timing group’s R&D effort. An extended lifetime multi-channel MCP-PMT suitable for the early
phase of AFP deployment has been developed in conjunction with the companies Arradiance Inc.
and Photonis. Laser tests performed have demonstrated that the modified device shows no quantum
efficiency loss out to 3 C/cm?, an improvement of 6-8 times with respect to the previous measure-
ments on similar devices. This corresponds to an integrated luminosity of about 30 fb~!, sufficient
for operation in 2014. Further planned improvements are expected to yield at least a factor of
three improvement in lifetime, which, when combined with a more finely pixellated detector, will
allow operation in the high luminosity regime, where an annual integrated luminosity of 300 fb~!
is anticipated.

The MCP-PMT output pulse is processed by the read-out system, which must digitize the
signal and interface with the ATLAS trigger and data acquisition system, while maintaining the
excellent time resolution. A pre-amplifier board has been designed and built based on the low
noise, high radiation-tolerant GALI-39+ amplifier. The amplified signal is processed by a constant
fraction discriminator (CFD), which corrects for variations in pulse height that would otherwise
dominate the timing resolution. Coincidences of the CFD output signals will be used to form
Level-1 triggers, which can range from a simple “proton in detector” trigger, to more sophisticated
triggers that select mass bins (based on the distance of the proton from the beam), to complex
triggers that correlate the proton and calorimeter information. The trigger signal will also be used
to gate the reference clock signal, based on a SLAC designed phased-lock-loop feedback system
that maintains the jitter of the clock on the few ps scale. This gated clock signal will thus only
be recorded for events with protons, avoiding the loss of information in the digitization stage that
arises when the occupancy is too high. The gated CFD and timing signals are digitized by a TDC
board which utilizes the HPTDC chip (high precision time-to-digital converter) and will interface
with the ATLAS read-out system.

Tests of the prototype detector and electronics chain (except for the reference clock which has
been independently validated and the trigger which is under development) indicate the approaching
of a time resolution of 10 ps, corresponding to a vertex resolution of about 2 mm which would reject
about 95% of the overlap background (see Fig.p.2). Final R&D efforts to complete the electronics
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Figure 5.10. A schematic diagram of the fast timing system as described in the text.

chain and extend the MCP-PMT lifetime are in progress, with a full prototype system test planned
in 2012, such that, as described in the following, a prototype of the timing system could be deployed
in 2014.

5.6 Proposed time scale and milestones

As described above the AFP project consists of three main parts, which are being developed in
parallel: the movable beam pipe, the silicon position detectors, and the quartz timing detectors.

The installation of the movable beam pipe, cables, and other infrastructure requires a long
shutdown and therefore must be installed during the 2013/2014 shutdown. During the same shut-
down is foreseen also the installation of one Silicon tracker station per side and one QUARTIC
timing detector per side. The Silicon tracker station will be based on the same production of 3D
sensors and FE-I4 read-out chip of IBL. The QUARTIC timing detectors will belong to the proto-
types realized during the R&D program from 2012 on. Both the tracker and the timing detectors
will be fully instrumented for being read out in the ATLAS TDAQ. Therefore the data taking after
the 2014 shutdown, will be considered as an engineering run, with the data already relevant for the
physics program outlined in Sec. f.1. The remaining part of the tracking detector (one station per
side) will be then installed during the winter shutdown of 2015. The winter shutdown of 2016 will
be used to install the final version of the timing system (two stations per side with the removal of
the two prototype stations installed in 2014), and, could also be used to upgrade the silicon detec-
tors to increase the acceptance, if the edgeless 3D detectors (which reduce the dead area near the
beam from about 200 pm to about 50um) are ready for installation.
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6. Fast TracKer

6.1 Functional overview and performance goals

Effective triggering at high luminosity is extremely challenging, perhaps most so for triggers that
require track reconstruction. The problem is clearly seen in Fig. p.1], which shows the number of
hits in each silicon layer as a function of luminosity. Note that the y intercept, which is barely
visible above the origin, represents all of the hits from the hard scattering process!

SILICON OCCUPANCY VS LUMINOSITY e L
20000 | wWH(120)->bb
PIXEL LAYER 1

15000 PIXEL LAYER 2

HITS

10000

SCT LAYERS
(edge mode)
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0] 1.0 x 1034 2.0 x 1034 3.0 x 10%

LUMINOSITY (cm™? sec™)

Figure 6.1. The number of hits from each silicon layer in the barrel vs. luminosity.

The FastTracKer (FTK) is a pipelined electronics system that rapidly finds and fits tracks in the
inner-detector silicon layers for every event that passes the Level-1 trigger. Its goal is global track
reconstruction with near offline resolution at a maximum Level-1 rate of 105 events per second and
a latency per event of less than 100 us. This can be compared with the time to carry out full track
reconstruction in the Level-2 processors which is estimated to be several hundred milliseconds at
Phase-I luminosity. FTK uses 11 silicon layers over the full rapidity range covered by the barrel
and the disks. It receives the pixel and silicon strip (SCT) data at full speed as it moves from the
RODs to the ROSs following a Level-1 trigger, and after processing it provides the helix parameters
and x? of all tracks with Pr above a minimum value, typically 1 GeV/c. The Level-2 processors
can request the track information in a Region of Interest or the entire detector.

FTK is a scalable processor. The system described below will work well at the LHC Phase-I
luminosity of 2 —3 x 10**cm™2s~!. It can then be expanded to operate at the higher HL-LHC
luminosities. To deal with the large input data rates as well as the large number of track candidates
found at high luminosity, we have made the FTK a highly parallel system that is segmented into
n-® towers, each with its own pattern recognition hardware and track fitters.

6.2 System architecture

The FTK algorithm consists of two sequential steps of increasing resolution. In step 1, pattern
recognition is carried out by a dedicated device called the Associative Memory (AM) which finds
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track candidates in coarse resolution roads. When a road has silicon hits on all layers or all except

one, step 2 is carried out in which the full resolution hits within the road are fit to determine the

track helix parameters and a goodness of fit. Tracks that pass a 2 cut are kept. If there are hits

in all layers and the y? fails the cut but is not extremely large, the track is refit a number of times

with the hit on one of the layers dropped each time. This "majority recovery" allows for the loss of

a single hit due to detector inefficiency with a random hit picked up instead.

The first step rapidly carries out what is usually the most CPU intensive aspect of tracking by
massive parallelism — processing hundreds of millions of roads nearly simultaneously as the silicon
data pass through FTK. The road width must be optimized. If it is too narrow, the needed size of
the AM and hence the cost is too large. If roads are too wide, the load on the track fitters can
become excessive due to the large number of uncorrelated hits within a road. This increases both

the number of roads the track fitter must process and the number of fits within the road due to the

hit combinatorics.

Because hit combinatorics increases rapidly with the number of layers, we carry out the track

reconstruction in two stages. In stage-1, 8 layers are used (3 or 4 pixel layers and 4 or 5 SCT
layers). Those 8-layer tracks that pass a x2 cut are sent to stage-2 where hits in the 3 remaining
layers are added and the full 11-layer track candidates are fit.

Figure p.2 shows a sketch of FTK, which is FPGA based with the exception of one specially
designed chip for the associative memory.

Pixels & SCT

RODs

50~100
ﬁHz
vyent rate
S-links
vy Second stage
Raw data _ .
ROBs AR ~Offline quality

!

cluster finding

split by layer

overlap
regions

8x 11— towers

Track parameters

ROB

Figure 6.2. Functional sketch of one of 8 FTK core crates plus its data connections.

The FTK input bandwidth sets an upper limit on the product of the Level-1 trigger rate and the

number of silicon hits per event. In order to sustain a 100 kHz Level-1 trigger rate at luminosities

up to 3 x 10%*cm™

2571, it is necessary to organize FTK as a set of independent engines, each

working on a different region of the silicon tracker. The first step is to divide the detector into
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azimuthal regions. This segmentation generates some inefficiency at region boundaries that can be
removed by allowing a small overlap region at the boundaries. For Phase-I luminosity, there will
be 8 ¢ regions (45° wide) with an overlap of 10° to guarantee high efficiency for tracks with Pr of
1 GeV/c and above. Each region will have its own "core crate", for a total of 8 core crates working
independently. Each region is further subdivided into sub-regions, corresponding to 1-® towers,
again largely independent and with enough overlap to maintain high efficiency. The 1 range is
divided into four intervals, and the region’s ¢ range is divided again by two. The overlap in
takes into account the size of the beam’s luminous region in z. Each subdivision is an independent
processor with its own pattern recognition and track fitting hardware.

6.3 Description of component boards

The pixel and SCT data are sent from the detector RODs to the Data Formatters (DF) on standard
ATLAS S-LINK optical fibers. The HOLA mezzanine cards in the RODs will be replaced by dual-
output HOLAs which have two optical outputs that transmit identical data to the normal DAQ ROSs
and to the DFs. This is accomplished by sending the output of the serializer within the FPGA to
two drivers, each of which feeds an optical transmitter.

The pixel and SCT data are received by the Data Formatters (DF) which perform cluster find-
ing, one-dimensional in the SCT and two-dimensional in the pixels. The barrel layers and the
forward disks are grouped into logical layers so that there are 11 layers over the full rapidity range.
The cluster centroids in each logical layer are sent to the sub-region processors. Since the pixel
and SCT RODs are not organized in 1-¢ towers, the DFs are not either and thus are not in the core
crates. Rather each DF must share its output with nearby DF boards so that one fiber pack can be
sent to the Data Organizers (DO) in each FTK sub-region. The need for high-speed interboard data
transfer within the DF crates makes ATCA the natural choice because of its powerful data-sharing
backplane. Physically a DF board consists of a motherboard and input mezzanine cards. The latter
contain S-Link receiving hardware and an FPGA that will be programmed to do the cluster finding.

The stage-1 functions within an FTK sub-region processor are pattern recognition, fitting the
8-layer track candidates, and duplicate track removal. The heart of the pattern recognition is the
Associative Memory (AM) board, while the other functions are carried out in the auxiliary card
(AUX) behind it. Two such AM-AUX pairs cover a sub-region.

When a hit from the DF enters the AUX card, it is received by the Data Organizer FPGA. The
DO is a smart database where full resolution hits are stored in a format that allows rapid access
based on the pattern recognition road ID and then retrieved when the AM finds a road with the
requisite number of hits. In addition to storing hits at full resolution, the DO also converts them to
a coarser resolution (superstrips) appropriate for pattern recognition and sends them into the AM
board on serial links through one of the AM rear connectors.

The AM boards contain a very large number of preloaded patterns or roads corresponding to
the possible combinations for real tracks of a superstrip in each silicon layer. These are determined
in advance from a full ATLAS simulation of single tracks using detector alignment extracted from
real data. An important recent advance allows for roads whose width varies by detector layer. This
improves the performance of the system by better utilizing the available pattern space and reducing
the number of fake track candidates.
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The AM is a massively parallel system in that all roads see each silicon hit nearly simulta-
neously. When a road has found the requisite number of hit layers, the AM sends the ID number
for that road back to the DO. Physically the AM board consists of a motherboard and 4 large
mezzanine cards (LAMB) that each hold 32 AM chips. These custom ASICs are HEP-specific
content-addressable memory chips that will each contain approximately 50,000-100,000 patterns,
the number needed for operation up to a luminosity of 3x 103 ¢m~2 s~!. The large increase in
pattern density has been achieved by designing in a 65 nm process. The prototype chip has gone
through a CERN ASIC review and will be submitted in December 2011 or January 2012. Each of
the 4 LAMBs on an AM board has dedicated serial links to one of 4 mezzanine cards on the AUX
card that contains a DO, a track fitter (TF), and duplicate track removal (Hit Warrior or HW).

When the AUX receives a road ID from the AM, the DO immediately fetches the associated
full-resolution hits and sends them and the road ID number to the Track Fitter (TF). The TF is
implemented in an FPGA and can fit tracks at an average rate of 1 per nanosecond. It achieves this
extraordinary speed by replacing a traditional fit with a set of simple calculations. For a small region
of the detector, in our case one physical silicon module in each layer, each helix parameter and each
component of the ¥ can be calculated by an equation that is linear in the local hit position in each
layer. The constants in the equation are calculated in advance and stored in on-chip memory. Fitting
a track is thus just a series of integer multiply-and-accumulate steps which can be done extremely
quickly in a modern FPGA.

Duplicate tracks share most but not all of their hits. They occur when a track has non-
associated nearby hits, either noise or coming from another track. If the replacement of real track
hits by other hits still produces a satisfactory x>, then there will be duplicate tracks. The Hit War-
rior function (HW) is applied after track fitting and reduces the duplicate track rate by keeping only
the best track among those that share at least a specified number of hits. The best can be decided
based on track x? and by other track characteristics such as the presence of a hit in the innermost
pixel layer.

The output of the HWs on the 4 AUX mezzanine cards, consisting of the tracks that pass a 2
test, are merged and then sent to an FTK 2nd-stage board, each of which handles data from 4 AUX
cards. In addition to the 8-layer tracks, a 2nd-stage board also receives the hits in the remaining 3
silicon layers from a DF. The 2nd-stage board extrapolates the 8-layer track into each of the other
layers and looks for hits close to the track. The final fit uses hits from all 11 layers in another linear
calculation. Once again a 2 cut is applied, duplicate tracks are removed, and the remaining tracks
are sent out of the core crate.

The final set of FTK boards communicates with the rest of the High Level Trigger (HLT)
system. The tracks are most conveniently accessed by the HLT if they are stored in an 1-¢ array.
Since the core crates each cover a ¢ region, data from each of the 8 core crates can be handled
separately. A final FTK board will receive the tracks from several core crates, process the data
from each core crate independently and in parallel, organize them in the 1-¢ array, and then send
them to ROSs with the usual ATLAS protocol. An ATCA crate is being considered for the final
boards because it would allow easy transfer of all the tracks in an event to other boards in the crate
to carry out auxiliary functions, for example rapid determination of all of the primary vertices in
an event.

All interboard data transfer in FTK uses a common format, and all FTK boards carry out
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common monitoring functions. Key among these is the Spy Buffer system in which each FTK
function has deep circular buffers for both input and output. When an error condition occurs in
the system, all boards freeze their Spy Buffers so that data from the offending event can be read
into a monitoring computer for analysis. The availability of data from each step of FTK processing
allows for rapid identification of board malfunctions.

6.4 Simulated performance

The performance of FTK was simulated using samples of single particles, QCD dijets, inclusive
W’s, associated production of a W and a Higgs boson with the latter decaying into quark pairs,
and vector-boson fusion into a Higgs boson that decays into a pair of 7 leptons. Both in-time and
out-of-time pileup were included for luminosities up to 3*103**cm~2s~! (an average of 75 pile-up
events per beam crossing). These samples were used to estimate data flow through the FTK, FTK
execution time, tracking efficiency and resolution, and performance in tagging b-jets, identifying
T-jets, and triggering on single muons.

The single-particle efficiency is shown for muons in Fig. as a function of pseudorapidity.
The plateau efficiency is lower than for offline tracking because of the more stringent requirement
we place on the number of hits on a track. The dips at the transition regions between the silicon
barrel and disks have now been reduced by more than a factor of 2 by allowing more missed layers
in those regions. FTK track resolution is compared to offline tracking in Fig. p.4. Curvature and
impact parameter are shown; the agreement is similar for the other three helix parameters.
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Figure 6.3. FTK track efficiency compared with offline tracking as a function of pseudorapidity.

The tagging of b-jets is shown in Fig. p.j for an average of 75 pile-up interactions per beam
crossing. FTK performance is not as good as in offline tracking, although the selection criteria for
FTK tracks have not yet been optimized. Moreover, since the tracks will be available at the start of
Level-2 processing, some of the freed-up level-2 execution time can be used for more sophisticated
b-tagging algorithms which will further improve light-quark rejection.

—71 -



1885

1890

LT | T | T | T | T | T | T | T | T | L. r T | T | T | T | T | T | T | T ]
: ] 0065 =
oo OFFLNE = E OFFLINE ]
E K ] W FK =
WSE E 00sE E
z o ] Z - E
7 W 7] o 003 =
N [ N E
L] ] { onsf E
¥ s ] 4 3 E
s ] Eoonp E
E 003 - 5 002;
S ] 0015F 3
002F = i 1
: E 0.0 3
WE E oonsf- E
[ o -]
0' & = 1L a1y . 0 I (T (T NN I I
-0.05 -0.04 -0.03 -002 -001 0 001 002 003 004 0.05 -002 0015 -001 -0005 0 0005 001 0015 0.02
RECO CURVATURE - TRUTH CURVATURE (1/GeV) RECO, - TRUTHd, (cm)
(a) (b)

Figure 6.4. Curvature (a) and impact parameter (b) FTK resolution compared to offline tracking.
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Figure 6.5. Comparison of b-tagging with a simple dy-significance tagger for an average of 75 pile-up
interactions per crossing.

The efficiency for identifying 1-prong and 3-prong 7-jets in the same high-luminosity en-
vironment is shown in Fig. p.q for an operating point where the probability of misidentifying a
light-quark jet is ~1073.

Single muon triggers rely on an isolation requirement to maintain a low prthreshold. At high
luminosity, the traditional calorimeter isolation fails because the calorimeter integrates over all the
pile-up interactions. Track isolation solves the problem if a IAz| cut is used to select only those
tracks that point to the lepton primary vertex. Figure p.7 shows the efficiency for muons from W
decay as a function of pile-up for both calorimeter and tracking isolation. The latter remains flat
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Figure 6.6. 7 identification efficiency for 1-prong (a) and 3-prong (b) decays for an average of 75 pile-up
interactions per crossing.
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Figure 6.7. Isolated muon efficiency using (a) EM calorimeter with two cell energy thresholds or (b) tracking
isolation with a |Az,| cut as a function of the number of pile-up interactions in the event. The isolation cut
is selected to provide a bb rejection factor of 10.

out to very large pile-up.
The enormous timing advantage that FTK provides at high luminosity is shown in Fig. p.§. On
the left is execution time per jet Region of Interest with the current level-2 tracking software. For

—73 -



1895

L1 Jet ROI threshold = 20 GeV 16T T T T T T T T T T T T T T I T T T T T

o s
45

z Ly = 1410 -
40 121
b — Ly =3%10% 5

E (n 10 -
30:— E -
25F o r

: .
20 L 6
'ISE— sk
10 B

2 -

5 -

0 oL 11

0 20 40 60 80 100 120 0 10 20 30 Lo 50 60

TrigSiTrack Execution Time per ROI (msec)
EXECUTION TIME (ps)
(a) (b)

Figure 6.8. The execution time for software level-2 track reconstruction in one jet Region of Interest (a) and
for global FTK track reconstruction (b) at a luminosity of 3 x 10**cm2s~! .

events that require b-tagging of all high-Pr jets, the total time required is at least several hundred
milliseconds for Phase-I pile-up conditions. On the right is the execution time for global tracking
in FTK which averages 25 microseconds, 4 orders of magnitude less.
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7. Trigger and Data Acquisition System

The ATLAS Level-1 Trigger system searches for signatures from high- prmuons, electrons/photons,
jets, and 7 decaying into hadrons, and also selects events with large missing transverse energy and
large total transverse energy. Reduced-granularity information is used from a subset of detectors:
for high-prmuons, these are the Resistive Plate Chambers (RPC) in the muon barrel, and Thin-Gap
Chambers (TGC) in the muon end-caps; all the calorimeter sub-systems contribute to triggers on
electromagnetic clusters, jets, 7, E’T"iss, and large total Er.

Two detector changes are important for the upgraded Level-1 trigger in Phase-1. The replace-
ment of the Muon Small Wheel will help to maintain Level-1 Muon trigger performance in the
forward region against the expected large cavern backgrounds; and a partial replacement of the
LAr on-detector electronics will enable higher-granularity calorimeter data to be available to the
Level-1 Calorimeter Trigger (L1Calo). Upgrades to the Level-1 trigger electronics will use these
data to improve performance at higher pileup and provide increased trigger flexibility. ATLAS
does not plan major architectural changes to the current detector readout and Data Acquisition,
so the Phase-I trigger must operate within the current detector pipeline latency limits of ~2.5 us,
using the spare ~0.5 us latency (20 bunch crossings) in the present system. The maximum average
Level-1 Accept rate will not exceed 75 kHz (upgradeable to 100 kHz).

The Phase-I Level-1 trigger is organised as three subsystems, as illustrated in Fig. [[.]. The
functions are described below.

Barrel Sector Logic Muon Trigger

\ MuCTPi

Endcap Sector Logi/’
New SW

Calorimeter Trigger
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New
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Figure 7.1. Diagram of Level-1 trigger system at Phase-I. Developments installed before Phase-I are shown
in red, those added at Phase-I are shown shaded.
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Significant software modifications are needed to use tracking information from FTK in the
High-Level Trigger (HLT), and to adapt to the modified Level-1 strategy.

The present detector timing infrastructure and Detector Control System will remain for Phase-I
running.

7.1 Level-1 Trigger Performance Requirements

With an increasing average number of interactions per bunch crossing (77), increased thresholds
would be needed in the existing Level-1 system, as shown in Fig. [[2.
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Figure 7.2. The rate versus threshold for various values of 7 for (top left) Level-1 eletromagnetic, (top right)
isolated electromagnetic, (bottom left) 4x4 Jet, and (bottom right) EX** trigger signatures.

7.2 Level-1 Calorimeter Trigger

7.2.1 Preprocessor

At the heart of the PreProcessor subsystem are four-channel Multi-Chip Modules (MCMs), which
convert analogue input signals to time-aligned, calibrated and noise-suppressed digital outputs. A
replacement MCM is being developed for installation before Phase-I, with new FADCs to provide
faster digitization with low noise, and with the remaining functions implemented in a single FPGA.
This provides flexibility to improve the digital filter and BCID algorithms, and the possibility of
increased granularity at Phase-I for signals into the Jet/Energy Processor.
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7.2.2 Cluster Processor and Jet/Energy Processor

The main change to the existing Cluster Processor (CP) and Jet/Energy Processor (JEP) subsystems
is the provision of topological trigger information for a new Topology Processor (L1Topo). Tests
have shown that the present crate backplane can run without error at four times their current band-
width, enabling the transmission on the real-time data path of the coordinates as well as individual
threshold bits for all identified Regions of Interest (Rols). In the existing Cluster Processor mod-
ules (CPMs) and Jet/Energy Modules (JEMs), modified FPGA firmware will collect and format
the additional information, which will then be sent both to the real-time path and to the DAQ for
readout.

In the present system, CPM and JEM output data are collected in each crate by Common
Merger Modules (CMMs). These modules cannot be modified to handle the quadrupled data vol-
ume, so they will be replaced by new eXtended Common Merger (CMX) modules capable of re-
ceiving and processing the higher-speed real-time data, and equipped with high-speed optical links
to the L1Topo. The CMX modules will be installed before Phase-I with firmware transparently
reproducing the existing CMM signals to the Central Trigger Processor (CTP). Studies will also be
made on the cost-benefits of a single CMX module in the system performing limited topological
processing using the Rol information data from all other CMX modules.

For Phase-I the mezzanine modules on the JEMs will be upgraded to higher electrical input
and optical output bandwidth, offering the possibility to transmit hadronic data to the new Digital
Processor System.

7.2.3 Digital Processor System and Feature Extractors

The present inputs to the L1Calo are analogue trigger tower signals, the majority covering an area
in M %X ¢ of 0.1 x 0.1. On-detector analogue summations over depth, 1, and ¢ are carried out to
form these signals. In the case of the LAr detector, Layer Sum Boards (LSB) and Tower Builder
Boards (TBB) perform the summation.

As an intermediate step towards a possible fully digital calorimeter system foreseen for Phase-1II,
new LAr TBBs and LSBs will be developed to provide additional trigger information at finer gran-
ularity via radiation-hard optical links. Options being considered include four separate depth sam-
ples of granularity 0.1 x 0.1 and higher-lateral granularity, e.g. 0.025 x 0.1 in 1 X ¢ in the second
sampling layer. Implementation details are given in Chapter f. The analogue sums provided to the
current L1Calo will be maintained.

As shown in Fig. [/]]], the analogue signals will continue to be used by the upgraded CP and JEP
subsystems. The new finer-grain LAr signals will be processed through a new real-time data path
— the Digital Processor System (DPS) and Feature Extractor (FEX) — allowing for more refined
electron identification algorithms and potentially improved Jet and EX****calculation. The DPS will
mirror the functionality of the existing Preprocessor: reception of optical signals, digital signal
time alignment, digital filtering to extract E7 contributions and pedestal subtraction, calibration,
noise thresholding, and serial transmission to the following FEX stage by optical link.

In the FEX subsystem, sliding-window algorithms will be performed over the n x ¢ region
of calorimetry. The internal structure and algorithms of these modules will be defined by future
R&D: hadronic data from the JEM mezzanine boards will be used if available at a granularity of
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0.1 x 0.1; Rol data will be transmitted from the CMX modules to the FEX if latency permits, as the

data volume forwarded to L1Topo could be considerably reduced. In the absence of either of these

options, the FEX will perform shower shape analysis for all possible Rol positions, forwarding the
1975 results to L1Topo for matching with the CP subsystem output.

The addition of hadronic data from the upgraded JEM mezzanine modules to the electromag-
netic data from the DPS will allow hadronic isolation to be used for electron identification in the
FEX, as well as jet-finding algorithms with finer calibration and granularity. Several options are
currently under consideration; in one option the FEX contains separate jet and electron proces-

1980 sor modules, while another option performs jet processing in a separate subsystem (Jet FEX). In
both options the jet algorithm would receive the hadronic layer information from the upgraded
JEM and the eletromagnetic layer either directly from the DPS or from the electron FEX modules.
Simulation studies are underway to determine the benefits of a jet trigger with higher granularity.

7.3 Level-1 Muon Trigger

1985 One of the major changes to the ATLAS detector during the Phase-I shutdown will be the re-
placement of the muon chambers located at the end-cap inner station, the muon small wheel. The
primary motivation for the change is to maintain tracking performance under the large cavern back-
ground of neutrons and photons. Details of the detector options for the new chambers are given in
Chapter [3
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Figure 7.3. Muon New Small wheel
1990 The track segment information available from this new detector will also be used to reinforce

the current Level-1 Muon Trigger (L1Muon). For muons with pr above 20 GeV, initial studies
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indicate that the trigger rate in this region could be reduced by more than a factor of ten compared
to the current system, without loss of trigger efficiency. The new detector, illustrated in Fig. [[.3, will
provide trigger capability in the range 1.3 < 1 < 2.4. Although the choice of technology has not
yet been made, the new detector must provide a position and angular resolution of reconstructed
track segments better than 60 um and 0.3mrad, and the segment finding efficiency should be as
good as the present MDT chamber at low intensity.

For the L1Muon, an angular resolution of 1 mrad is needed in this region to achieve the best
prresolution. This will be obtained from the combination of track angle measurements by the new
small wheel and the TGC big wheel. Related improvements to L1Muon electronics include new
Sector Logic for the end-cap muon chambers, and a new Muon to the CTP Interface (MuCTPI) that
will, among other things, allow muon Rol coordinates to be extracted and processed in real time
for the L1Topo.

7.3.1 Sector Logic

The track segment information from the new small wheel will be combined with information from
the current L1Muon. An example data flow diagram is shown in Fig. [/4.
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Figure 7.4. Block diagram of the new Level-1 Muon Trigger logic

The boxed area for the current system in Fig. [[4 corresponds to a part of the current L1Muon
end-cap trigger based on the TGC big wheel. TGC chamber hit information is sent to a low-
prcoincidence matrix, where 3 out of 4 coincidences among two doublets and 2 out of 3 coin-
cidences in the triplet are formed. In the next step, further coincidences are made between two
low-prtrigger outputs in the high-prcoincidence matrix.

The trigger Rol is sent to the Sector Logic with an 11 x ¢ granularity of 0.03 x 0.03. The devi-
ation of the track angle with respect to the straight line from the interaction point is also provided to
the Sector-Logic and used to determine the transverse momentum of the trigger candidate. Trigger
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information is processed independently between 1 (wire readout) and ¢ (strip readout) up to this
stage.

Hits from the new small wheel are processed in parallel to those from the TGC big wheel,
which takes 1 us to reach the input of the new Sector Logic. Information from the new small
wheel should reach the Sector Logic within the same delay to avoid adding latency compared to
the present L1Muon end-cap trigger system.

The trigger decision is performed in two steps due to the limitation of the size of FPGA. In the
first stage, a coincidence between high-proutput of TGC big wheel from the wire and strip passing
the highest threshold (e.g. L1_MU?20) and the track-segment in the new small-wheel is required.
Before making the coincidence, the following cuts are made:

o the dR between Rol found in the TGC big wheel and the location of track segment in new
small wheel is less than 0.1; and

o the angle difference (d0) between the track segment in the new small wheel and the trajectory
of an infinite momentum particle is less than 10-20 mrad, depending on the material in front
of the small wheel due to the multiple scattering.

In the second stage, the pr of the track is calculated from the angular difference between the
track segments in the new small wheel and the TGC big wheel.

Many charged particles are generated near the beam pipe at the Z position of the end-cap
toroid magnet, then bent into the TGC big wheel with an angle similar to high momentum particles
from the interaction point. The first stage above rejects the majority of such fake tracks. Particles
coming from upstream of interaction point also penetrate the small wheel, but are eliminated by
applying the angle cut for the track segment found in the new small wheel. In the second stage,
the sharpness of the turn-on curve is enhanced due to the improved momentum resolution. A
momentum resolution of 15% at pr of 20 GeV/c is expected. Since the flux of inclusive muons
decreases steeply with pr, it provides and additional handle to control the trigger rate.

7.3.2 Muon-CTP Interface

The final stage of L1Muon processing is provided by the MuCTPI. A new MuCTPI is needed to
receive data from the upgraded end-cap sector logic, and to provide muon information to L1Topo
as well as to the CTP. As currently implemented, the new MuCTPI will count the number of muon
candidates for each pr threshold and send this multiplicity information directly to the CTP. It will
also extract, compress, pre-process and send muon Rol information to L1Topo for every bunch
crossing, concentrating the data from all of the (> 200) muon trigger inputs and handling trigger
overlaps.

One potential implementation would see the merging of four of the existing octant (MIOCT)
modules into a single board, which would produce prthreshold and Rol data for each of the eight
highest-prmuon candidates per bunch crossing. This scenario would imply a total of four outputs
from the new MuCTPI system to the topological processor. The final design will necessarily need
to be based on detailed physics input, e.g. the average number of muon candidates expected at
Phase-I and Phase-II luminosity.
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The module will use high-speed serial optical inputs in place of the present bulky cable plant.
The adoption of an optical interface for the new MuCTPI will allow more information to be
transferred from the Sector Logic, for example data for more than two muon candidates, more
prthresholds, or additional bits indicating the quality of muon track. The new implementation will
also foresee additional inputs from the MDT chambers and thus be forward compatible with op-
tions currently being studied for Phase-II. The new MuCTPI could possibly also include improved
overlap handling, adding more flexibility and possibly spanning octants; use of calorimeter data
for muon isolation, as an alternative to doing this in the sector logic or the topological proces-
sor; and muon-only topological algorithms, such as computation of di-muon invariant mass. These
would be complementary to the global topological processor, as they would be based only on muon
information.

The current interface between the L1Muon Barrel Sector Logic and the MuCTPI will be re-
placed with a new one providing the same functionality but using optical outputs — a total number
of 64 VMEDbus boards have to be replaced.

Despite the additional processing requirements and the adoption of higher-latency serial opti-
cal inputs, initial studies indicate that the latency of the new MuCTPI system could be kept within
the time of eight bunch crossing.

7.4 Level-1 Topological and Central Trigger

For Phase-I, the topological information to be processed used will be the i and ¢ coordinates,
threshold bits and possibly transverse energy of Rols identified by the L1Calo and L1Muon sub-
systems. High-speed optical links will gather and concentrate the Rol data into single processing
units capable of executing algorithms with the full event topology.

The enhancements to the Level-1 trigger described above will require more trigger bits to be
processed by the CTP to produce an L1A. Additional input and processing capacity will be added
to the CTP to accommodate the increase.

7.4.1 Topological Processor

While the emphasis in Level-1 trigger developments is to retain low-lepton thresholds, topological
algorithms are used in the Level-2 trigger. For selections based on di-lepton triggers, jet topology,
muon isolation or MET isolation, these typically achieve rate reduction factors of 2-5 in the chan-
nels concerned. Studies indicate that significant benefits are retained in the Level-1 environment.
It is with this in mind that the Rol detail are extracted from the Level-1 processors and transmitted
to the L1Topo.

Two sets of topological algorithms are currently being explored:

e Those which improve single lepton performance. This category includes the matching of
electron information from the CP and the FEX, the use of jets to provide muon isolation, and
the separation of electron and jet signatures (an isolated energetic electron also fires the jet

trigger).

e Those which use multiple trigger objects, for example identifying H — Yy candidates by
computing invariant mass.
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A variety of topological parameters are under study for physics performance and hardware im-
plementation. These include A¢, An, AR, Jet E?”“, effective mass and transverse mass, aplanarity,
and sphericity. Use of topological algorithms at Level-1 has the potential to introduce bias into
physics results, so a topological trigger needs a low rate of non-topological triggers to monitor the
trigger behaviour.

A technology demonstrator of the L1Topo is currently under construction, and it is expected
that a production system could be installed during before Phase-I. Firmware and algorithms will
be adjusted to suit the LHC luminosity.

7.4.2 Central Trigger processor

The Central Trigger Processor, illustrated in Fig. [/.3, is housed in a single 9U VMEbus crate, and
consists of four types of module: CTP_MI which receives LHC timing signals, CTP_IN which
receive the L1Calo and L1Muon input signals, CTP_Core where the main combinatorial logic is
performed, and CTP_OUT which provides the trigger output signals to the detector. Ancillary
modules inlude CTP_Mon responsible for monitoring and CTP_CAL which controls calibration

processes.
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Figure 7.5. Central Trigger Processor structure

The inter-module PIT-bus will be doubled in speed and and new CTP_Core module produced,
both before Phase-I. The additional input data will be handled both by running the input modules
at higher speed, and through direct optical inputs to the CTP_Core module. The new CTP_Core
will implement more bits allowing the trigger menu to be expanded. Some of these capabilities
will only be fully used as other parts of the Level-1 trigger are implemented at Phase-I.

7.5 High-Level Trigger

The High-Level Trigger (HLT) comprises the hardware and software of the Level-2 and Event Fil-
ter (EF) farms. The farms consist of around 2300 PCs running the trigger selection software. The
movement of event data is performed by the dataflow system that includes the Readout System
(ROS), the Event Builder and network infrastructure. Event data are read from the detector fol-
lowing a Level-1 Accept and is stored in the ROS pending a Level-2 decision. The event data are
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stored in fragments, with the data from each sub-detector distributed over several ROS. The ROS
serves event data to the Level-2 processors and, for events accepted by the Level-2 trigger, to the
Event Builder (EB). The EB assembles the data fragments prior to processing by the EF. Events
passing the EF are sent to long-term storage.

The HLT selection is achieved by identifying specific physics objects such as electrons, pho-
tons, muons, tau leptons and jets. The HLT selection software consists of: reconstruction algo-
rithms (calorimeter clustering and tracking in the muon spectrometer and inner detector); selection
algorithms, which identifies the physics objects; trigger steering software which configures and
controls the HLT reconstruction and selection algorithms. The Level-1 and HLT configuration is
defined by trigger menus which specify the trigger conditions to be satisfied to accept the event, the
physics objects upon which the trigger conditions are based and the reconstruction and selection
steps leading to the creation of the physics objects.

Several changes are needed to adapt the HLT selection software for higher luminosity and for
the upgrades to the detector and Level-1 trigger. The HLT steering software will be upgraded to
provide greater flexibility to optimize the event processing to minimize average execution times
and prevent excessive times in the case of events with many Rols. The HLT tracking code will
be upgraded to limit the rise of algorithm execution times as events become more complex due
to the higher levels of pile-up and cavern background, affecting the muon detector, as luminosity
increases. In addition to minimizing the average per-event processing time, it is important to pre-
vent very long execution times which would otherwise cause time-outs. The HLT muon code must
be adapted for the new small muon wheels and the ID tracking must be adapted for the insertable
B-layer and to use FTK information. The FTK will provide initial track parameter information
which can be used to guide (seed) the HLT tracking that will add TRT information and refine and
refit the tracks.

The HLT selection algorithms will need to be upgraded to achieve the required rate reduction.
This upgrade is needed because of the greater complexity of events with high levels of pile-up,
and since the upgraded Level-1 will take over some of the selection steps currently performed at
the HLT. The new selections will make increased use of multi-object and topological triggers (for
example selections based on geometrical cuts and the reconstructed invariant mass of intermediate-
state particles). The order of reconstruction and selection steps will be optimized to achieve the
earliest possible rejection and so reduce the average per-event processing time and the rate of
data-requests to the ROS. It is likely that Level-2, EB and EF functionality will be combined in
the same processor and this will allow a greater integration of Level-2 and EF selections with a
potential saving in overall execution times. The availability of FTK track information provides
the possibility to perform track-based selections (including B-jet tagging, primary and secondary
vertex reconstruction, and invariant mass reconstruction) from the start of the HLT selection.

7.6 DAQ

Given the detector changes described above, and that the maximum Level-1 accept rate will not
increase, it is expected that the current DAQ/HLT architecture will be able to meet the needs of the
experiment at a peak luminosity of 3 103 cm~2 s~!with respect to Level-1 rate and bandwidth.
Further studies and additional experience of operating the current systems at increased luminosity

are required to clarify the demands that the High-Level trigger selection may impose on the system.
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Although it is not proposed to change the architecture of ATLAS readout (ROD and ROS) in
Phase-I, some changes to the implementation may be required to meet the challenges that running at
3103 cm~2 s~ 'pose. A new version of the readout link (point-to-point link between the RODs and
ROS), whose current implementation runs at 160/200 Mbyte/s, may be needed to provide increased
bandwidth for new detectors, e.g. new small wheel, and the readout of the FTK.

The physics demands of ATLAS have pushed the operation of the ReadOut System (ROS) a
factor of two beyond its original design specification. The performance is currently network band-
width limited (2x1Gbit/s). This limit constrains those Level-2 trigger chains that, for example,
require all event data from a specific sub-detector. To remove this limitation and re-establish some
of the operational headroom originally provided in the system, the dataflow network will be up-
graded to a 10 Gbit/s Ethernet connection at the ROS and, via link aggregation, 100 Gbit/s Ethernet
connections to a central core. This upgrade would also allow the rate at which events are built to be
increased. A sub-component of the ROS is the ROBIN, a PCI-X card. By the Phase-I shutdown,
it is anticipated that PCI-X slots will no longer be deployed in sufficient numbers on commercially
available computers, having been replaced by PCI-express. The ROBIN will be re-designed and
re-implemented to follow this technological trend and support readout links of higher speeds than
the current 160/200 Mbyte/s.

By the end of Phase-I operations, the custom VMEbus electronics implementing the Region
of Interest Builder (RoIB) will have been in operation for sixteen years, well beyond the generally
accepted operational life of custom electronics. Two upgrade paths are currently being investigated.
The first aims to exploit the continued advances in server technology. It is expected to be able to
implement the RolIB functionality in one or more servers housing one or more custom mezzanine
cards that handle the small data packets arriving at up to 100 kHz from the Level-1 system. This
will remove or reduce the dependency on custom electronics and introduce additional operational
flexibility into the system. The alternative of re-implementing the RoIB in modular electronics will
also be investigated as a back-up solution.

Other upgrades to the ATLAS detector imply the deployment of additional DAQ/HLT hard-
ware. ROLs and ROSs (including ROBINs) will be deployed to readout the new small wheels.
Similarly, plans presented in this document to upgrade the Level-1 calorimeter trigger and associ-
ated LAr electronics implies additional channels to be readout, i.e. additional ROSs and ROBINSs.
For most detector systems increasing the bandwidth of the ROL will not increase the readout band-
width, as the necessary changes cannot be made to the RODs. Such systems are considering the
deployment of additional ROLs, and therefore additional ROSs and associated ROBINs will have
to be deployed.

As well as hardware, some of the software technologies deployed in the DAQ/HLT system will
have become obsolete and in some cases no longer meet the requirements on the DAQ/HLT system
for operations at 3 103 cm~2 s~!. In addition, the computers on which the DAQ/HLT software
is deployed will have significantly evolved compared to that for which it was originally designed,
i.e. single-core versus multi-core CPUs. Similarly, the operating system software deployed on the
hardware will have evolved and will necessitate the upgrade of the DAQ/HLT software to allow the
full potential of the hardware to be exploited, and in some cases to make it possible to just run the
system software. Therefore, following a period of technical evaluation, particularly in the areas of
online databases, information sharing and expert systems, new open-software technologies will be
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selected and where necessary the DAQ/HLT software re-designed and implemented.
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8. Phase-I Shutdown Scenario and Work Organization

8.1 Requirements

The LHC project is scheduling a long shutdown (LS2) in 2018 to allow the detectors and the ac-
celerator to face under optimal conditions the main LHC data taking period from 2019 to 2021,
where the 350 fb~! integrated luminosity, baselined in the initial project planning, should be ac-
cumulated. The cavern (UX15) will be accessible for about 13 months starting in December 2017.
The ATLAS collaboration will make use of this period to open the detector and to allow a series of
modifications and improvements, which are the subject of this LOI document (Phase-I upgrade).
The mechanical operations required by the Phase-I upgrade are mainly concerned with the
trigger system and affect largely two sub-detectors: the muon small wheels and the calorimeters.

activity Period (in months)
1 1] 2| | 4] B | 6] 7] B | of 10 11 12] 3]  14]

Detector Opening side A
Detector Opening side C
Small wheel A removal
Small wheel C removal
Access to Calorimeter A
Access to Calorimeter C
Access to the toroid area
Small wheel A installation
Small wheel C Installation
Detector Closing side A
Detector Closing side C
Big wheel access A

Big wheel access C T T 1T 11 [ ]

Figure 8.1. Items assigned to the various activities over the 14 months of access

The muon small wheels will be fully rebuilt and the new assemblies will become available at
the pit surface about four months after the start of the shutdown. Therefore the old ones will need to
be removed from the pit and brought to the surface for storage in a dedicated buffer zone at CERN
for an initial radioactivity cool-down until they can be decommissioned. The decision if to reuse
or not the existing JD shielding disk is still pending, with ALARA considerations being part of the
decision process. Before lifting it to the surface all services must be carefully disconnected and if
necessary refurbished for the next installation. Because of the time criticality of this operation, the
removal of the small wheels will get priority at the beginning of the shutdown period over all other
activities.

To allow enough time (3 months) for connection and tests of the new wheels, the new assem-
blies will be lowered in position onto the ATLAS main rails approximately five months after the
initial removal or as soon they are fully ready and tested on the surface.

The calorimeters crew (both technologies) will act massively on their front-end electronics,
which sits in crates on the front faces of the LAr cryostats or, for the Tile calorimeter, inside the
electronics drawers. This implies that all calorimeters front faces will need to become accessible
for working on the electronics, and this as soon as it is possible.

All other activities in the ATLAS pit should be performed in the background of these two
critical operations. The only other task which requires prime time, relates to the access to the muon
big wheels, which are not fully accessible when the toroid end-caps are in the open position. If this
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is proven necessary, it will be possible to schedule it at the end of the shutdown period, when the
muon small wheels are installed and the end-cap toroids are in running position.

8.2 Operation layouts and configurations

Figure B.1] shows a schematic view of the time assigned to the various prime time configurations. It
is clear that all operations are very concentrated in time and the schedule will be very challenging.
To arrive to the main configuration (Fig. B-7), the forward shielding will be moved to the surface,
the beam pipe will be open and vented, the last beam pipe section which includes the LUCID
detector moved to the surface and the end-cap Toroids will be moved to the side in their garage
position. The end-cap calorimeters will be moved by about 3 m longitudinally, allowing full access
to the frond-end crates and electronics of both barrel and end-caps.

Figure 8.2. Detector configuration during LS2 shutdown, with both small wheels removed

All these opening activities are not new and will be exercised in many occasions over the
coming years, and by then the ATLAS technical coordination will have acquired quite some expe-
rience. The most critical and risky operation is the removal of the small wheels which will need
to be brought to the surface. In the LS1 shutdown (ATLAS Phase-0 in 2013) also this operation
will be exercised and the specific technique should already be acquired and qualified. The plan is
to arrive to this main working configuration after 11 weeks of activity, working partially in 2 shifts
or extended shifts (from 7am to 9pm).
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8.2.1 Calorimeters access

All calorimeter front faces will be accessible through a dedicated scaffolding with access from the
lowest toroid sector (#13) and through an emergency exit from sector 1. A new set of access tools
is under preparation and will be deployed and exercised already in winter 2011. Access will be
granted to typically 4 people working at the same time on each of the four partitions. The Tile
calorimeter colleagues shall be able to extract completely all drawers if necessary, bring them to
the cavern ground floor for additional repair and tests or to work on the electronics drawers in situ
if more suitable. Access to all drawers will be granted by scaffolding modifications following an
agreed plan of work. The LAr calorimeter colleagues shall be able to access all electronics crates
and power supplies, and shall be able to exchange and/or introduce electronics cards. As of today
there are no plans to open the ID endplate, and therefore the main users of these four partitions
are the calorimeters intervention crews. Because of the expected activation level around the beam
pipes, the region within 1 m radius will be protected and excluded from any access in normal
conditions (see paragraph B.3).

8.2.2 Small wheels removal and installation

The removal and reinstallation of the small wheels represents the most complex and risky step in
the entire process. The entire procedure, which makes use of a special transport frame developed
in the years 2007-8 for the main installation step of the initial detector, will be fully exercised in
the LS1 2013 shutdown when one small wheel will be removed and raised to the surface, in order
to have enough space for the IBL ("insertable b layer") installation. The plan is to remove the two
small wheels a.s.a.p. in LS2, bringing them to the surface buffer zone, to dismount the present
muon wheel and to dispose of it though the CERN nuclear waste disposal procedure, to reshape
the present JD shielding elements where necessary and to finally install and fully qualify the new
small wheels. Typically the process on the surface should not last more than 5 months. The new
small wheels, ready for installation, should be made available at Point 1 at the beginning of the LS2
shutdown period, in order to account for a safe three months of ready for installation milestone.
It is expected that for each wheel the removal or re-installation procedure, including de-cabling or
re-cabling, will last about two weeks. During that period, access to UX15, at least in the concerned
half of the cavern, will not be granted without proper restrictions. At the surface, all operations
will have to be agreed through a proper ALARA analysis and a dedicated team trained on how to
precisely act in such a complex situation (see paragraph B.3) will be established.

8.3 ALARA strategy

Just before opening for LS2, we expect the LHC to have delivered to ATLAS an integrated lumi-
nosity of about 50 fb~!. Taking into account a safety factor of 20% and a typical 2 months cooling
time, an estimation of the radiation dose, for workers active near to the beam pipe or working on
the dismounting the small wheel shielding, can be calculated. Figure B3 shows the expected level
of activation, translated in a dose rate mostly for gamma rays, as a function of the spectator posi-
tion for the main configuration and for a radius of maximum 2m from the beam line (Fig. B3).
These estimations take already into account the fact that the present iron beam pipes in 2013 will
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2290 be replaced with an aluminum one, with a clear effect (40%) on lowering the expected activation
dose rate.
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Figure 8.3. Expected radiation dose during the installation activities close to the beam pipe in the area
between barrel and end-caps Calorimeters

The present legislation and common sense tell us to minimize the exposition of workers to
radiation in any case. The maximal dose rate a professional worker should be allow to take at CERN
is of 2 mSv/month, for a maximum exposure per year of 6 mSv. The ATLAS collaboration would

2295 like to make sure that nobody gets exposed to more than 0.2 mSv/month under any circumstance.
This means that people working very close to the beam pipe, where the dose rate is expected to
be of the order of 5-7 u Sv/h shall not be active for more than 40 hours/month. This implies that
additional shielding elements must be introduced around the beam pipe to protect active workers.
A physical line all around the beam pipe at a radius of about 1 m, will be in any case installed to

2300 prevent coming closer. On top of this, it is foreseen to add about 16 mm of tungsten-loaded thick
plastic shielding, which should absorb about 40% of the gamma rays energy. This would lower the
dose rate and allow people to work safely for more hours.

Similar precautions will be taken at the surface of the JD, near to the conical shielding elements
and the bore of the stainless steel tube. There the radiation dose, in particular for some inner

2305 shielding elements, can be substantial and particular care must be given to the entire process. The
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inner bore of the stainless steel cylinder will need a protective shielding cover to be installed in situ
before raising the SW assembly to the surface, The region within 1 m from the beam pipe, which
radiates ~ 30 to 70 u SV/h will need to be physically protected with additional shielding barriers
to prevent any close access.

The success of such an enterprise will not just be based on shielding and access limitations,
but will go through a proper analysis and preparation of the work and a proper follow-up of the
activity in situ, to avoid errors and unnecessary expositions. The ATLAS safety group will actively
be involved in the actual working process in situ and will actively define the necessary boundaries
and limitations to the exposition of personnel in situ. All activities will have to be prepared in detail
and analyzed beforehand.

8.4 Schedule constraints and work organization

Thirteen months of access represent a challenging requirement to this enterprise. Out of the 13
months, at least 5 will be spent to open and close the detector. Assuming that one needs, in the
end, at least 1 month to absorb eventual delays and run all necessary quality tests before closing
the detector, we are left with no more than 6 months to dedicate to the actual work of installation
of the new small wheels, work on the calorimeter front faces and eventually act on the muon big
wheels. Figure B.1] well summarizes all this.

To achieve such an ambitious goal, the work must be well prepared at the surface, all elements
tested and qualified and all installation and the subsequent commissioning activities must be per-
fectly mastered and followed-up upon. As ATLAS does during all access periods, all activities will
be subdivided in work packages, which must be formally analyzed, understood and accepted by
the ATLAS central safety team. Just work packages accepted and signed by the safety team will
be implemented and people assigned to it will be granted access via the new work management
system (IMPACT) just deployed in the winter 2011.

To avoid disseminating potentially radioactive material throughout the entire UX15 cavern, all
material exiting the zone at a radius smaller than the outer radius of the Tile Calorimeter (excluding
the Tile drawers) will be brought by crane to the surface inside a dedicated basket, temporarily
deposited in the dedicated buffer zone and properly measured and identified. Case by case the
radio protection team will define its further destination and possible usage. This way of acting is
already part of the working procedures ATLAS has established since the beginning of operations
in 2008. Near to SL2 all this will acquire even more importance and particular care will be given
to train and instruct the community on all these necessary procedures.
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9. Expected Physics Performance of Upgraded ATLAS at Phase-I

The ATLAS detector upgrades proposed in the previous chapters have been placed under careful
scrutiny by identifying physics channels that will represent a challenge for the Level-1 trigger
during the LHC Phase-I running period. Simplified simulations of the performance of the new
muon Small Wheel (Chapter 3), of the improved Level-1 granularity of the second layer of the EM
section of the LAr calorimeter (Chapte 4) and of the AFP (Chapte 5), have been used to estimate
the signal efficiencies as well as the background Level-1 rates. These studies were performed as a
function of the instantaneous luminosity or, equivalently, of the average number of pile-up events
expected. Several physics channels were used for this purpose, whose implications on performance
represent different scenarios of new physics. The event samples were generated and then processed
through the standard ATLAS full-simulation and reconstruction software. The accuracy of the
simulation of Level-1 rates in a large pile-up environment was checked using data collected during
2011. As shown in Fig. P.1, the simulated Level-1 EM rate at /s = 14 TeV for average number of
pile-up events per crossing i = 46 and Er > 30 GeV is in agreement with the extrapolation of the
rates measured in the data taken at /s =7 TeV as a function of u.

140 ATLAS preliminary
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'=30 GeV Rate [kHz]
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N
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Figure 9.1. Level-1 EM30 rates as a function of the average number of pile-up events. The black dots
represent the data taken at /s =7 TeV during 2011. The red line is a linear fit to the data, while the blue line
is the fit extrapolation from /s =7 TeV to 14 TeV. The green triangles represent the rates as obtained by the
ATLAS full MC.

The rationale was to show for most of these studies the ability to trigger efficiently at Level-
1 on a single electron or muon with p7 thresholds as low as 20 GeV, therefore maintaining the
present ATLAS performance in the much harsher environment expected during the Phase-I period.
This strategy is relevant to a wide range of physics processes that might prove to be central to the
physics aims of the LHC this decade.

One possibility that is explored here is the case of WH associated production for a light Higgs
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in the range not yet excluded by data. In this channel, triggering on the e or u from the W decay
should allow a least biased detection of the Higgs boson, so that the different decay branching
ratios can be measured accurately and therefore the Higgs couplings computed. The capability of
triggering on single low-pr leptons can be helpful also in the case in which no Higgs boson will be
found, since it will allow ATLAS to select with high efficiency boson-boson scattering (WW, WZ,
Z27), where new physics is expected to emerge.

A large-statistics measurement of a low-mass Higgs (mgy ~ 120 GeV) was investigated in the
H — 7yy channel, which is a challenge for the Level-1 EM trigger due to the large background.

In the case of the AFP, the physics program is twofold. On the one hand tagging both scattered
protons in double-pomeron exchange (DPE) at the LHC gives access to a deeper understanding
of the model of diffraction and to the possibility of constraining the structure of the pomeron
in a completely new kinematic domain. On the other hand, anomalous quartic gauge couplings
between Y and W or Z bosons would allow ATLAS to probe Higgsless or extra-dimension models
with two-orders of magnitude higher sensitivity than achievable by the present ATLAS detector.
For these purposes, samples of dijet and W-boson production in DPE events were generated, as
well as quartic-gauge anomalous coupling events. The systems in the central ATLAS detector (up
to |[n| = 5) were subject to full simulation, while an ad-hoc fast tracking was used for protons in
the LHC beam-line magnetic elements (FPtracker program, [Eg]).

Finally, a broad program of supersymmetry searches and measurements becomes kinemat-
ically accessible with the increased luminosity. Sensitivity to Supersymmetry models was con-
sidered for direct production of gauginos and sleptons, as well as for squark and gluino cascade
decays. Efficiency and acceptance for many of the key discovery and model-discriminating sig-
natures becomes compromised if lepton thresholds are increased, particularly for general SUSY
models with compressed spectra.

Other BSM models will be addressed in the near future and reported in the corresponding
Technical Design Reports.

9.1 Large statistics measurement of low-mass Higgs-boson properties

In the physics scenario in which the Higgs mechanism is the correct one for explaining Electro
Weak Symmetry Breaking and the origin of masses, and under the assumption that the Higgs boson
has been discovered using 50 fb~!, the Phase-I running will focus on determining precisely the
Higgs couplings to different fermions and bosons, in order to assess in a definite way its SM nature.
Additionally, the rare decays H — pu with a cross section of 15 fb, and maybe H — yZ — yll with
a cross section of 3 fb, become first accessible in Phase-I with 300 fb~! [E]. In the following, we
will focus on precise Higgs couplings measurement, since this poses strongest constraints on the
design of trigger upgrades for Phase-I. To exploit fully the factor 10 gain in statistics provided by
Phase-I, one should aim at proposing a trigger design that preserves as much as possible the present
efficiency, and therefore low thresholds, for all production channels.

In Tab. P.7 expectations are shown for /s = 14 TeV and my = 120 GeV for some key Higgs-
production channels that are most promising for the measurement of Higgs couplings [E9, £, 52].
The 77 and bb final states give a slower increase in significance with luminosity, mainly due to
lower trigger efficiency (limited already at Level-1 by bandwidth) and slightly worse reconstruc-
tion efficiency in the presence of higher pile-up. As hinted by the results shown in Tab. P77, for
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Higgs Production Cross Section | Branching Ratio | Events/fb~! | Significance
Channel and Decay [pb] for 30 fb~!
gF (H — vy) 53 0.002 20 8
VBF (H — 17) 4.4 0.07 2 6
VBF (H — bb) 44 0.7 1 3
WH/ZH (H — bb) 1.7/1.0 0.7 5 5

Table 9.7. Summary of signal yields and sensitivities for various SM Higgs channels at /s = 14 TeV and
my = 120 GeV, for L = 3- 1033 cm 257! scenario and 30 fb~! [BQ], corrected for recent NNLO prediction
estimates.

Phase-I and 30 fb~!, the goal for the trigger design should be to keep accumulating the already
limited Higgs signal yield. This is mandatory in order to deepen our understanding of the Higgs
mechanism. Production modes like gF H — 7y allow not only a precise measurement of H7yy cou-
pling, but also precision in measuring I'yy, at the price of introducing some theoretical assumptions.
Additionally, the Htt coupling can be measured, by comparing the rate of WH7yy and Hyy (relying
on gF as being the main production mechanism). Vector Boson Fusion and Z/W H processes where
Higgs decays into 77, WW and bb, can be combined to obtain a precise measurement of I'; /Ty and
I'; /T, which probes the nature of the Higgs boson in a model independent way. It should be noted
that the Z/WH channel , due to the presence of a lepton in the W /Z final state, will become with
increasing pile-up of similar or larger importance than the VBF channel, for measuring precisely
decay rates of Higgs to fermions or bosons.

9.1.1 H — yy and the advantage of a higher EM calorimetry granularity at Level-1

An interesting addition at Level-1, to increase the rejection power with respect to current system
and allow to maintain low thresholds for combined electro-magnetic triggers, is the increase in
granularity at Level-1 of the second layer of the LAr EM calorimeter (see Chapter ). This allows
building of new selection variables that are closer to the offline ones and therefore allow a signif-
icant reduction of the Level-1 rate due to background processes, while keeping a high efficiency
at low Er thresholds. This is shown in Fig. P2, where the Level-1 quantity rCore, defined as the
energy deposited in a 3 x 8 over a 7 x 8 cluster in the 2nd layer of the EM calorimeter by using a
digit scale of 256 MeV, is plotted for the H — 7y and background samples. Requirement of two
EM18 clusters, isolation' and rCore;; >0.93, provides 98% efficiency for the gF H — yy signal
selected by the offline analysis?, with a 2 kHz Level-1 output rate. As shown in Tab. P.§, without
the increased granularity, the Level-1 rate would be 8 kHz, for comparable Level-1 thresholds and
isolation.

This result was obtained using full simulation samples with average pile-up yt = 46. The
power of the offline analysis is reduced by the presence of high pile-up. As an example, the

UIn this chapter, the isolation requirement is defined as: EM_ISO < 3 GeV .and. HAD_CORE < 1 GeV .and.
HAD_ISO <2 GeV.

>The absolute efficiency w.r.t. the generated sample in the kinematic range p%l > 40 GeV, pTy2 > 25 GeV, and
"' n"? <2.37is 87% .
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Level-1 trigger ‘ Effy y[%] ‘ Rate [kHz] ‘

Two EFM >18 GeV 100 26.4
Two EFM >18 GeV & isolation 98.5 7.7
Two EEM >18 GeV & isolation & rCorer; > 0.93 98.0 2.0
Two EEM >18 GeV & isolation & rCorer; > 0.93 (LSB = 1 GeV) 98.2 4.7

Table 9.8. Efficiencies with respect to the offline selection for H — Yy production and Level-1 rates. The
results were obtained with full-simulation events with yt = 46. An energy least significant bit of 256 MeV
has been used for the calculation of rCorey for all lines in the table, except for the last one which is obtained
with the present 1 GeV least significant bit.

isolation required of the photons cannot be maintained as tight as in the current run. Nonetheless,
thanks to the low trigger thresholds allowed, the loss of signal in this channel is small and does not
compromise the final goals and the sensitivity shown in Tab. P.7 for lower luminosities.

It should be noted that the capability of running a two-EM cluster Level-1 trigger without
prescaling is extremely important also for the gF processes H — WW — eevVv and ZH — Z — eeX.

i
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Figure 9.2. Histogram showing the RCorey variable for the H — Yy and the minimum bias MC samples as
obtained using the proposed increased granularity in the Level-1 calorimeter trigger. Black: Rols matching a
photon passing the Higgs offline reconstruction selection. Red dots: Level-1 EM clusters for minimum bias
events with EM cluster E; > 18 GeV. Blue dots: Level-1 EM clusters for minimum bias events with EM
cluster Ez > 18 GeV and isolation. The Higgs and background samples are at i = 46 and were processed
through the ATLAS full simulations chain.
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9.1.2 WH and ZH final states

The inclusion of the new Muon Small Wheel (see Chapter [J) and the increased LAr EM granularity
at Level-1 will allow to keep under control the single-muon and single-electron Level-1 trigger rates
at low thresholds and thus avoid prescaling. As shown in Tab. P.9, the proposed upgrades will allow
ATLAS to maintain a high efficiency for WH events (and even more for ZH events) by triggering
on the lepton from the vector-boson decay with moderate Level-1 E threshold requirements (20
GeV for muons and 35 GeV for electrons).

The results of studies in full simulation and high pile-up reported in Tab. P9, clearly show
the advantage of upgrading the muon and electron Level-1 triggers. In the case of the electron
channel, isolation and rCorer; requirements allow 6.5 kHz Level-1 rates with 71% efﬁciency3,
while use of MET would be less efficient and at the same time much harder to control with varying
pile-up conditions. In the case of the muon channel, the new Muon Small Wheel will allow to
keep the Level-1 rates at 15 kHz with WH efficiency of 78%. Similar rates could be achieved with
the present Muon Small Wheel either increasing the Level-1 muon threshold or prescaling, which
would however reduce the efficiency and therefore the sensitivity of the measurements.

Level-1 trigger | Effwn[%] | Rate [kHz] |
EEM >35 GeV 73 54
EEM =35 GeV .and. isolation 71 16
Ef:M >35 GeV .and. isolation .and. rCore;; > 0.94 71 6.5
EF >20 GeV 82 40
EL >20 GeV for new SW 78 15
E} >40 GeV 50 18

Table 9.9. Efficiencies with respect to the offline selection for WH associate production (H — bb and
W — ev or uv) and Level-1 rates. The results were obtained with full-simulation events with u = 46.

It is important to remark that the Level-1 trigger efficiencies shown in Tab. P9 for Phase-I are
very similar to what is measured for the unprescaled single lepton triggers at current luminosities
and pile-up.

9.2 Weak boson scattering: WW,WZ, ZZ

(Comment to this draft: The fullMC samples at high pile-up for this study are not available
yet. The content of this section will therefore change)

A major part of the LHC physics programme is the exploration of electroweak symmetry
breaking at energies up to 1 TeV and beyond. If a light Higgs boson is excluded experimentally, it is
natural to investigate alternative theoretical mechanisms of symmetry breaking. One possibility for
new physics involves models of strong interactions in the electroweak symmetry breaking sector.
In this class of models, longitudinal vector boson scattering is often enhanced by high-mass reso-
nances of unknown coupling. A Pythia implementation of the electroweak chiral Lagrangian has

3Efficiencies are computed w.r.t. the electrons or muons reconstructed offline with pr > 25 GeV, which is the pr
requirement used in the analyses of this section.
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been modified to use amplitudes calculated for unitarized WW scattering at high energies through
high-mass resonances [B3].

A striking feature of vector boson scattering is the presence of two high-pr “tag jets” in the
forward regions. In the WW /WZ — (v jj channel, the hadronic decay is reconstructed from a pair
of boosted jets, and the boson momenta are required to be pr > 200GeV. The largest backgrounds
are 17 and W+jets production. In the WZ — ¢v/{/ channel, the highest-pr W boson candidate is used
in the reconstruction, after the Z decay has been identified. The largest background is non-resonant
SM WZjj production.

The sensitivity to new physics in vector boson scattering depends greatly on future progress in
jet and lepton reconstruction in a high pile-up regime. Such progress is difficult to estimate quan-
titatively, but previous benchmark studies indicate sensitivity with approximately 100fb~! data at
14TeV [B4, E3]. One key component that is straightforward to measure is the trigger efficiency for
various signal scenarios.

The WW /WZ — (v jj channel places the most stringent requirements on the single lepton
triggers. Given that without the New Small Wheel triggering at 3 - 1034, even at high thresholds,
is impossible without prescaling, this channel also clearly benefits from such an upgrade. If these
single lepton triggers are restricted in coverage or prescaled, the signal efficiency suffers, as shown
in Tab. B2.

Scattering Process N <13 ||n| <24 ||n|<24&MET>40 GeV
WW — fvjj (800 GeV) | 041 0.50 0.49
WZ — ¢vjj (800 GeV) 0.42 0.51 0.51
WZ — (vee (800 GeV) 0.56 0.71

Table 9.10. Efficiency of different Phase-I L1IMU20 single-muon triggers on vector boson scattering chan-
nels.

9.3 Diffractive and WW/ZZ electroweak physics by scattered-proton tagging

The AFP is expected to improve ATLAS sensitivity in searches for quartic-gauge anomalous cou-
plings between photon and W/Z bosons as a probe for extra-dimensions and Higgs-less models.
Integrated luminosities of 30 or 300 fb~! and 23 or 46 average pile-up events per beam crossing
have been considered for this study. The full list of background processes as for the ATLAS mea-
surement of Standard Model WW cross section was considered, namely t7, WW, WZ, ZZ, W +jets,
Drell-Yan and single top events. In addition, more specific backgrounds containing intact forward
protons in the final state such as QED [/, Double-Pomeron Exchange (DPE) WW, DPE /[, SD WW
productions were also considered, although their contributions have been found to be small.

The requirement of the presence of at least one proton in each side of the AFP within a time
window of 10 ps allows background reduction by a factor of about 200 for y = 23. Since anoma-
lous coupling events are expected to appear at high W -pair invariant masses, the mass reconstructed
from the two scattered protons in the AFP was required to be myx > 800 GeV. This selection cut
allows rejection of the backgrounds due to pile-up, at a level of 2 -10~* (1073) for u = 23 (46).
Figure P-3 displays the reconstructed mass in AFP for irreducible QED WW background and signal
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Fast simulation

Couplings || Sensitivity @ .% = 30 (200) fb~!
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Table 9.11. Reach on anomalous couplings obtained in y-induced processes after tagging the protons in the
final state in the AFP detectors. The 5¢ discovery and 95% C.L. limits are given for a luminosity of 30 and
200 fb~! for the fast MC, while 30 and 300 fb~! for the full MC. Exact values will be filled soon.

events. The leading lepton py originating from the leptonic decay of the W boson is required to
be above 150 GeV. An additional requirement of the dilepton mass to be above 300 GeV allows
removal of most of the Z resonance and the QED WW events (see Fig. P4 left). Since we consider
only leptonic decays of the W bosons, the exclusive events are selected requiring < 3 tracks associ-
ated with the primary vertex (see Fig. P-4 right), while non-diffractive backgrounds (e.g. ¢, diboson
productions, W+jet) exhibit much higher track multiplicities. The last requirement on the differ-
ence in azimuthal angle A¢ between the two leptons allows suppression of the remaining Drell-Yan
and QED /I backgrounds. After these requirements, the signal over background ratio is approxi-
mately 4 for anomalous couplings of af /A? =5 x 1076 GeV =2 and 15 for al} /A2 =107 GeV 1.
Table P.3 gives the reach on anomalous couplings at the LHC for 30 and 200 (or 300) fb~! using
either a full or a fast simulation of the ATLAS detector. The full AFP simulation with large pile-up
confirms that the gain with respect to the standard (non-AFP) ATLAS methods [BEd] to look for
quartic anomalous couplings between photon and W boson is about one to two orders of magni-
tude, which supports the sensitivity computed using a fast simulation of the ATLAS detector [E7].
It is worth noting that with the AFP it is possible to reach the values expected in Higgs-less or
extra-dimension models [BR], allowing to probe these models with unprecedented accuracy.

In addition, the AFP allows to explore QCD and the structure of diffraction in a completely
new kinematic domain of high diffractive mass and high py. The inclusive jet py cross section
with both scattered protons tagged in the AFP allows further constraint on the gluon content of
the Pomeron especially at high 3, where B is the momentum fraction of the Pomeron carried by
the interacting parton. The measurement of the W asymmetry in diffractive events [E9] allows
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proton momentum losses. Anomalous coupling events appear at high mass.
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Figure 9.4. Left: Distribution of the dilepton mass for background and signal events. The requirement of
the dilepton mass to be above 300 GeV allows to suppress Z bosons and Drell-Yan events. Right: Number
of tracks fitted to the primary vertex for background and signal events. Signal events show a lower number
of tracks fitted to the vertex. In each panel, only the most relevant backgrounds are displayed among the
several studied.

in addition to probe different models of diffraction and to distinguish between Double Pomeron
Exchange or Soft Colour Interaction models, in which diffractive events are due to special string
rearrangement in the final state at the hadronization stage. (Comment to this draft: analyses are
ongoing to prove that we will be able to perform this QCD program in the presence of high

pile-up.)
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9.4 Supersymmetry searches and measurements

Supersymmetry (SUSY) remains one of the most compelling extensions of the Standard Model at
the electroweak scale. While the masses of the supersymmetric partner particles are not predicted
a priori, naturalness requires that the supersymmetric partners of the top quark, the Higgs bosons
and the gluino should have masses not much larger than a TeV — and therefore in the regime
accessible at the LHC. Supersymmetric models with kinematically accessible masses continue to
provide dark matter candidates with appropriate relic densities, though there is tension developing
within the highly constrained framework of mSUGRA/CMSSM (&0, &1l]. Models with less rigid
theoretical assumptions easily allow for consistent dark matter relic densities [B0, BIl, 62, B3, B4]
for sparticles within the reach of a 300 fb~! LHC.

Searches by ATLAS with [.Z ~5 fb~! have placed ~TeV bounds on the masses of the gluino
and the squarks of the first two generations. These limits are, however, only valid with particular
assumptions about high-scale unification and/or masses of other SUSY particles. The limits are
substantially weakened: if either the squark or gluino are heavy, if the sparticle spectrum is com-
pressed in mass space, or if the squarks are of the third generation. With integrated luminosity of
1to 10fb~!, ATLAS has obtained only limited sensitivity to bottom squarks, and less still to stop
squarks and to the weakly interacting gauginos, higgsinos and direct slepton production. The su-
persymmetric partners which naturalness arguments dictate should be light are those which couple
most strongly to the Higgs field. These tend to have relatively smaller cross sections, and so are
amongst the most poorly constrained [B3].

With ~ 300fb~! of integrated luminosity:

1. The increased parton-parton luminosity permits searches with jets and EI* at larger values
of /5. The extent of the expected improvement can be interpolated from previous stud-
ies [BA] which show that an increase in integrated luminosity from 100fb~! to 1000 fb~!

would increase the mass reach for squarks and gluino by about 500 GeV.

2. A crucial test of supersymmetry is the search for stop squarks 7 lighter than about 500 GeV.
The most sensitive decay modes depend on the model parameters, and analyses are required
in a variety of channels. In a some cases the dominant decay chain may be difficult to separate
from background, such as in the case of loop-mediated decay 7 — ¢ )Z?, or all cases in which
the stop mass is near to the mass of the gauginos. It is likely that Phase-I searches will not be
able to cover all possible scenarios, and for some scenarios it will be necessary to study sub-
dominant low-statistics processes, requiring several hundreds of inverse femtobarns. Such
processes include three or four body decays [B7], and the associated production of 7 with b
quarks [BF].

3. Sensitivity is obtained to direct production and decay to multi-lepton states of heavier elec-
troweak gauginos and higgsinos with masses of order several hundred GeV. The reach de-
pends on the gaugino couplings, and the mass hierarchy amongst the supersymmetric par-
ticles, with higher integrated luminosities allowing one to probe heavier particles, lower
gaugino mixing and more compressed mass spectra.

4. The supersymmetric lepton sector becomes accessible through the direct selectron and smuon
production g — #* 7, for slepton masses up to about 300 GeV [R9].
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Figure 9.5. Left: Luminosity required to obtain significance of spin-discrimination in g — /* 7/~ —

e }Z? Z? [[d]. Right: The ratio of the product A x € of acceptance and efficiency for two different

offline electron pr thresholds: 35 GeV relative to 25 GeV. The SUSY model shown is an example simplified
supersymmetry model in which each of two gluinos decays to gg+ W + )Z?.

5. Processes which are very rare in the Standard Model but common in SUSY — such as decays
to same-sign di-lepton pairs — have statistical sensitivity that improves up to linearly with
additional luminosity, but also require efficient leptonic triggers over a wide range of pr.

Supersymmetry can be discovered in any of these channels. In the event of a discovery, each
channel will provide complementary information about the masses, couplings and spins of different
SUSY particles.

Searches for selectrons, smuons and electroweak gauginos require isolated electron and muon
triggers. The momentum scale of the emitted leptons depends on the masses of the charginos ( Zli )
neutralinos (Z'O) and sleptons (£). For a two-body decay such as &~ — e~ x? the characteristic
lepton momentum is

My
pr] = Zimg
For three-body decays such as x;” — x)v,u™, typical lepton momenta are | pj| < Mg+ —myo. Any
increases in the electron or muon trigger thresholds lead to a corresponding reduction in the space
of supersymmetric models to which the experiment has sensitivity. The luminosity required to
measure the spin of the sleptons via direct production is typically of the order of a few hundred
fb~! for sleptons in the approximate range 200 to 300 GeV (Fig. p-3 left)*.

Leptonic triggers are also centrally important in supersymmetric cascade and multi-body de-

cays initiated by strongly interacting particles. Figure P (right) shows the effect of lepton thresh-

old changes for a cascade decay. An existing ATLAS search at /s = 7 TeV, using a single-lepton

4Some of the model points in the plot have squark and gluino masses which have since been excluded, but the direct
lepton results are decoupled and remain valid in general models of supersymmetry.
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trigger, has sensitivity to a wide range of models [[7T]]. The plot shows the relative offline acceptance
times efficiency of a pr > 35GeV offline requirement compared to a py > 25GeV requirement.’
For all gluino masses, increasing the lepton trigger threshold reduces the signal acceptance. The
loss is particularly serious for models with small gluino—neutralino mass difference.

In general, increasing lepton trigger thresholds particularly hamper the SUSY acceptance of,
and hence sensitivity to, all ‘compressed’ spectra where mass differences between sparticles are
small.

9.5 Topological Level-1 triggers

The present Level-1 calorimeter trigger hardware can only count the number of objects above a
set of thresholds. With the upgrade hardware, the number of thresholds can be increased, and
topological capabilities will be introduced. Specifically, regions of interest will have available
at Level-1 resolution their position in 11 and ¢ space, and their E7. This enormously increases
the flexibility of the Level-1 calorimeter trigger. This flexibility includes a considerable range
of algorithms to be implemented in FPGAs, ranging from differences in 1 and ¢, or AR, to Hr
variables (sums of jets, and possibly leptons and XE), and variables such as invariant, transverse,
or contra-transverse mass, but also allows further evolution based on new variables invented by
physics groups which formerly would have been impossible to migrate from the HLT to the Level-
1 calorimeter trigger. These new possibilities open up the option of signal-specific triggers which
offer better operating points for physics selection in higher level triggers and offline analysis. We
will not attempt to give here an exhaustive list of the studies which have been performed, but
provide a few illustrative examples.

Several examples which have been studied under the following conditions. Since we are con-
sidering a specific state, we constrain the Level-1 minbias rate to 5 kHz, a scale appropriate for
an exclusive, process-dependent trigger in the context of an overall 75kHz rate constraint. The
simulation was performed at 2 - 103* with an average of 46 pile-up events per crossing, from -34
to +4 crossings around the nominal beam crossing, which could be understood as representative
of a bunch in the middle of a bunch train. Minbias + pile-up produces much higher trigger rates
than real non-QCD physics processes such as W or Z boson production, so these are not explicitly
included. Thus for any given topological trigger, we begin by finding combinations of cuts which
reduce the minbias (background) trigger rate to 5 kHz or less. Then we take the feasible set of
combinations of cuts and evaluate their efficiency on various simulated physics samples.

tt: we consider a simplistic analysis of a ttbar sample decaying to all possible final states, but
analyzing them only as jets in the Level-1 view of the calorimeter. We are using ¢ as a stand-in for
complex decays of high-mass states such as SUSY. We use only jet Rols in this analysis, whether
the decay products are actually jets, electrons, or taus; we ignore muons here as they leave little
energy in the calorimeter. In this case we have considered a number of combinations of variables.
Without adding a topological trigger, the best efficiency we could achieve at a 5kHz trigger rate
was 19.7% for a J1, J2 threshold of (85, 60), or (75,65) GeV . However, as shown in Fig. P-4, we
found we achieve an efficiency of 27.1% by triggering instead on J1, J2 > (55,45) GeV combined

SBased on an existing grid of model points simulated at \/s = 7TeV, and cross checked for several example points
at /s =14TeV.
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Figure 9.6. Efficiency of the Level-1 7 trigger as a function of the two leading jet Er thresholds. The
efficiencies shown refer to a 5 kHz output rate when Hr >180 GeV is requested. .

with an Hr cut of 180 GeV, where here Hy is defined as the scalar sum of jets with threshold > 20
GeV.

With the Hr cut, one records 1.37 times as many events for the same Level-1 trigger rate.
Compared with a J1, J2 cut at (55,45), the Hy cut achieves a rate reduction of a factor of 3.7 (the 16
kHz rate would be clearly impractical for a single channel), at a cost of reducing the efficiency by
only a factor of 1.24. That is, the Hy cut improves s/b by a factor of 3, much better than prescaling
to control the rate, which cannot improve s/b at all. Further, the jet thresholds are reduced by
20 GeV, which for some physics purposes may be even more important than the improvement in
efficiency or s/b. As an example of the flexibility afforded, other good operating points are opened
up by having Hy as a cut: requiring Hy > 210 (for Hy with J>20, but no other cuts) gives an
efficiency of 24.6% at 5 kHz, intermediate in efficiency between the J1,J2, and the J1, J2, Hy cuts
discussed above.

We are studying a number of other processes. One is VBF H(120) decaying to tau tau, where
J, XE, and Hr in combination looks promising, and where we are currently studying tagging with
forward jets and suppressing backgrounds by requiring large An between the forward tag jets and
other central jets. We are also studying SUSY with MCT and Hr, and H — WW to eevv with cuts
on A¢ between the leptons. None of these studies would even be feasible without the more detailed
Rol information the upgrade provides.
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10. Compatibility with Phase-II Upgrade

10.1 LAr FCal and HEC Electronics Upgrade Scenario

2g-! and an

The ATLAS calorimeters are designed to cope with a peak luminosity of 103 cm™
integrated luminosity of 700 fb~! [[]. During Phase-I operation the peak luminosity will be ex-
ceeded, and in Phase-II, both the peak and integrated luminosity are planned to be exceeded by the
LHC machine. This creates two separate classes of problems for the ATLAS calorimeter systems:
issues related to rates and average energy deposited by particles from minimum bias events, de-
pendent on the instantaneous luminosity, which impact the functionality of the forward calorimeter
(FCal [[A]), and issues related to long-term radiation damage of the on-detector electronics. The
latter affects the cold pre-amplifier and summing electronics of the Hadronic End-cap Calorimeter
(HEC [[Z3]), and the front-end readout of the LAr barrel and end-cap calorimeters. Further motiva-
tions for changes related to the calorimeter system are improvements of the ATLAS trigger system
in Phase-II and natural ageing effects of electronic components.

The known limitations of the LAr FCal at luminosities beyond the LHC design value of
10** cm~2s~! are ion build-up in and HV drop across the LAr gaps of the FCal, as well as possible
boiling of argon. Due to space-charge effects above the critical ionization rate, the calorimeter
signal is no longer proportional to the deposited energy [[Z4]. Ton build-up effects are measured in
reduced-size FCal modules with a dedicated experimental setup using a *°Sr source at the Univer-
sity of Arizona [[[3] and at the Hilum testbeam experiment at IHEP in Protvino, Russia [[[@]. The
results of FCal pulse shape analyses and HV currents drawn at the highest particle fluxes are in
agreement with a modeling of ion build-up in the LAr gap [[7]. Uncertainties on the predictions
are currently being determined. The predicted FCal signals at different instantaneous luminosities
are shown in Figure [[0.]], left panel, for the region at the largest pseudo-rapidity of 1| ~ 4.7.
The consequential degradation of the FCal at different instantaneaous luminosities is illustrated in
Fig. [[0.1], right panel. Three performance regions are defined in each FCal module: a degraded ||
region with signal amplitudes reduced by 20% or more, indicated in red in Fig. [[0.]; a marginally
degraded |n| region with HV drop of more than -30 V, indicated in yellow, and a region with nor-
mal performance, indicated in green. The degraded region is therefore at 4.5 < |n| < 4.9 in FCal-1
and at 4.8 < |n| < 4.9 in FCal-2 at luminosities of 3 x 10** cm=2s~!.

Furthermore, dE/dx and Ohmic heating of the FCal may cause the liquid argon to boil. Sim-
ulations put the FCal right at the edge of proper functioning for instantaneous luminosities of
5x 10** cm~2s~! and beyond. Additional cryostat cooling loops near the FCal can avoid overheat-
ing.

Therefore, a possible option is to design a new FCal detector (SFCAL) with a reduced gap
size, with a modified HV distribution circuit, and with the addition of cooling loops. An alterna-
tive upgrade option to deal with the limitations of the FCal, is to install a small warm calorimeter
inside the inner warm tube of the calorimeter just in front of the FCal. This detector, called Mini-
FCal [[Z8], is composed of copper absorber plates interleaved with diamond detector sensor planes.
Alternatively, high pressure Xenon or liquid Argon are studied for use as active medium. A MiniF-
Cal will, however, introduce a region with reduced response due to inactive material at 1) ranges
close to its outer boundary, where support and readout structures need to be placed. Furthermore,
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the proposed technology with diamond sensors shows strong dependence of the signal yield on the
irradiation [[Z9].

On the other hand, the replacement of the FCal with a new sFCal requires an opening of the
end-cap crystals, which also house the electromagnetic and hadronic end-cap calorimeters. The
estimated risk of compromising calorimetric measurements in the end-cap region is considered
significant. For these reasons, the FCal detectors remain unchanged during LHC Phase-I and a
replacement of the FCal or installation of a MiniFCal are only considered for Phase-II.

1x10* 3x 10* 6 x 10* 1x10%®

000

Figure 10.1. Left: Simulated signal pulses at || = 4.7 for different luminosities. For each luminosity
the same signal energy is deposited in the FCall module on top of the minimum-bias background and the
signal current pulse is extracted. For luminosities below 103*cm~2s~! the signal on the electrodes is the
familiar triangular pulse. Even at 103*cm~2s~! the signal is nearly trianguar but degraded a bit due to the
sagging potential from the excessive current drawn through the protection resistor and due to the build-up of
positive ions in the liquid argon gap. At higher luminosities both the magnitude and shape of the pulse are
degraded. At |n| = 4.0 the current pulses are the same as shown here but at luminosities a factor 8 higher.
Right: Degradation maps superimposed on the face of the FCall and FCal2 modules for various luminosities.
Green indicates acceptable performance, yellow indicates marginal performance, and red denotes unstable,
degraded operation. At 103 cm™2s~! about 20% of the coverage in the forward region of the FCall module
is lost.
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In the vicinity of the cold electronics of the Hadronic End-cap Calorimeter (HEC) [[d] a
neutron fluence of 0.2 x 10'* n/cm?, a dose of 330 Gy and a hadronic fluence of 3.1 x 10'! h/cm?
are expected after a total luminosity of 1000 fb~!. The radiation hardness against all three types
of radiation has been studied with both preproduction and production versions of the HEC cold
electronics chips both at room temperature and submerged in liquid nitrogen [Bd, BT]. It was
found that neutron irradiation is by far the most dangerous yielding the smallest safety margin.
Measurements in these tests showed that the amplifiers start to degrade when the neutron fluence
exceeds 3 x 10'* n/cm?. Thus, only a reduced safety margin remains until the end of LHC Phase-
IL, i.e. the present HEC cold electronics may be at its limit of reliable operation. Therefore a new
ASIC is currently being developed [B2, B3] that will be ten times more radiation hard. It would be
available to replace the present GaAs chips in LHC Phase-II.

Since also a replacement of the HEC cold electronics requires an opening of the end-cap
cryostat, the following upgrade options are considered:

1. If the HEC cold electronics does perform as required and if the current FCal fulfils the per-
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formance requirements imposed by Phase-II physics goals, no replacement of the HEC elec-
tronics or of the FCal will be necessary.

2. If the HEC cold electronics must be replaced, the large cold cryostat cover will be opened,
the HEC pre-amplifier and summing electronics will be replaced. The irradiated FCal will
be removed and a newly built cold sFCal will be inserted before closing the cryostat.

3. If the HEC cold electronics does not need to be replaced, and if the current FCal will show
intolerable performance losses, either the FCal will be replaced by a new one of the sFCal
type, or a MiniFCal will be placed in front of the existing cold FCal. In case of a FCal
replacement it is anticipated that only the small cover (the FCal bulkhead) of the cold vessel
has to be removed. When a MiniFCal will be installed only the cryostat warm vessel needs
to be opened.

In case the performance degradations of the FCal turn out to be more significant than estimated at
the time of this letter, the installation of a warm MiniFCal can be advance to LHC Phase-1.

10.2 Calorimeter Readout Electronics Upgrade Scenario

For the LHC Phase-II, the replacement and upgrade of the LAr Front-End Boards (FEB [B4]),
which are installed on detector in a radiation area, is foreseen. Reasons are a total radiation dose
which for total luminosities of 3000 fb~! exceed the FEB specifications [BJ], expected trigger
latencies which exceed the memory depth of the current SCA buffer on the FEB [Bd], and natural
ageing of electronic components of the FEBs.

The next generation FEB is being planned to be designed either with a fully digital free-
running readout, i.e. avoiding trigger signal receivers and data buffering on the FEB, or with a
large digital data buffer on the front-end to cope with increased latency requirements. The sTBB
system foreseen in Phase-I (see Chapter []) will be able to receive trigger data also from the new
FEB boards in Phase-II. Such a solution allows sending LAr trigger primitives respecting both the
Phase-I and future Phase-II latency requirements, where the latter are to be optimized with respect
to the overall ATLAS trigger system.

Similarly, the readout of the Tile Calorimeter will be upgraded with new front-end electronics
in new drawers which are also providing data in free running mode with highest possible granular-

ity.
10.3 Inner detector and R&D technologies

The present inner detector for ATLAS has a limited lifetime. The functionality of the silicon-based
parts of the ATLAS detector have a limit based on total radiation dose (fluence), the gas based
TRT outer tracker has a limit based on instantaneous luminosity because of very high occupancy.
The TRT is not designed to run at 5¥103*cm~2s~instantaneous luminosity. The most fundamental
limits are those associated with the silicon sensors. The critical factors for the sensors include
reduction in depletion depth at a given voltage (resulting in loss of signal), increased leakage current
(potentially leading to thermal runaway from detector heating) and ultimately charge trapping (also
resulting in loss of signal). Radiation damage also affects the operation of the read-out electronics
and will decrease the operating voltage margin, the difference between the required voltage and the
maximum voltage allowed for the integrated-circuit electronics in each pixel module. Some parts
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of the optical data transmission system (lasers that transmit light from the pixel detector and diodes
that receive light from outside the detector) will also suffer from radiation damage. The design
limit for the current pixel system is estimated to be 50 MRad and 10" (1 MeV neutron equivalent
per cm?) which are reached after about 300 fb~!.

The pixel detectors are, however, significantly more radiation hard due to two factors. The first
has to do with the type of detector. The pixel detectors are n-on-n (n-implant read-out) detectors,
requiring double-sided processing, but resulting in charge collection on the (high field) junction-
side of the detector after irradiation. Thus inversion of the bulk to being effectively p-type results
in only a gradual loss of signal. The collection of electrons also results in much lower losses
due to trapping than for collection of holes (as for the p-on-n detector design used for the current
strip detectors). The second factor is the much larger signal-to-noise for a pixel detector allowing
running with good efficiency even for partial depletion.

n-on-n based detectors have subsequently be proven with the new FE-14 pixel chip developed
for the Insertible B-layer (IBL) to doses of 5¥10!°neq cm—2 (1 MeV equivalent). They are to be
employed for that detector, ideally complemented by 3D based sensors providing coverage at high
angles, and both they, and the 3D sensors, have shown good performance in test-beam after such
doses. Planar n-implant sensors have been evaluated up to doses of 2*10'neq cm~2 where the
signal is still useable but operating voltages of over 1000 V could be required. At these doses
which correspond to a b-layer operating up to 3000 fb~! (depending on the final beam pipe radius)
the significantly lower required operating voltage of 3D sensors or the lack of dark current in
corresponding diamond based sensors, make these less conventional and more expensive options
attractive for the low area, very closest layer(s). The n-on-n based technology should, however, be
adequate for higher radii layers.

The n-on-n detectors, although more robust, were considered too expensive for the strip region,
which has a much larger area than the pixel region. The current strip lifetime is limited to about
2*#10'neq cm~2 (1 MeV equivalent). However, with improved electronics and shorter strips, the
use of n-implant technology should provide a solution for the upgrade strip regions as well, with
required survival to 1.3¥10neq cm~2 . This is most economically realised with large area sen-
sors fabricated on high resistivity p-type silicon and there has been extensive prototyping with 8
foundries, including ones which have the capability to fabricate the >100 m? of a fully silicon re-
placement tracker within a reasonable production timescale. Such large area sensors have been
available from the main supplier to the current ATLAS SCT with near final designs since 2009, and
over 150 delivered to the ATLAS Upgrade module programmes.

Many strip modules based on these designs with 4 rows of 1280 strips at 74.5 um pitch and
2.45 cm strip length in a single wafer of 97.5 cm*97.5 cm area have been prototyped, irradiated
to the required doses (and shown to work as expected) and assembled into multi-module objects.
Issues of powering, optical read-out, cooling, macro-assembly, installation and read-out are all
being addressed in different work-packages of the Upgrade Inner Tracker Sub-committee. Designs
are being optimised to minimise the material and give greatest ease of mass assembly. New ASICs
(the ABCN250) were designed and fabricated in deep sub-micron technology for this prototyping
programme and designs for a final 130 nm design are well advanced. Full length sub-assemblies
with dummy parts have been constructed and subject to extensive thermal cycling and metrology
at temperatures down to the -25°C foreseen for the final detector. The IBL also uses many of the
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proposed technologies (albeit on a smaller scale which brings its own challenges) and therefore
provides an important test-bed for some of the concepts proposed for the final tracker replacement.

The overall layout is currently foreseen to have at least four pixel layers followed by 5 back-to-
back small angle stereo strip layers. The intention is to design the detector with a longer barrel than
current ATLAS to move the services further out in eta. The final layout is still under discussion
with the barrel length and number of discs being optimised. Because it is possible in some designs
to respect the current radial boundary between the pixel and strip systems (the Pixel Support Tube),
it is possible to consider staging the pixel upgrade at a different time from the tracker replacement.
Furthermore, the IBL is by design, independently accessible. These possibilities are being actively
studied in the context of the Phase-II upgrade planning, but could be compatible with the Phase-I
timescale if required.

10.4 Pixel detector strategy

The installation of the insertable B-layer (IBL) in the 2013 shutdown provides an early improve-
ment of the ATLAS b-tagging capability by taking advantage of a smaller beam pipe, reduced
material and a smaller pixel granularity. As part of the upgrade of the complete Inner Detector
foreseen for Phase-II also the pixel detector will be changed. However, earlier upgrading might
become necessary, if a strong increase in the physics performance can be realized or the detector
performance degrades such that significant inefficiencies can be expected before the start of Phase-
II . Since the pixel detector can be extracted separately from the other part of the Inner Tracker, an
upgrade already in Phase-I can be envisaged, To be prepared for such a scenario the performance
of the current pixel detector should be closely monitored and in parallel studies performed to build
an optimal detector.

Inefficiencies of the current pixel detector may be due to several causes. They may result from
losses of modules during operation, damage caused by the 10> neg/cm? of radiation expected in
2020, the increased occupancy in the module and too high bandwidth in the read Pout. Extrapo-
lating the observations of the first 18 months of data taking leads to the current expectation that the
performance of the pixel detector is only modestly degraded. However, some of the extrapolations
are close to thresholds which, if passed, may lead to substantial losses in efficiency.

In parallel first simulation studies have been performed to evaluate the physics gain of using
IBL technologies to replace the three current pixel layers and the forward region. They indicate
for bottom tagging an increased rejection of the light flavour background which is about 25-50%.
Furthermore, such an early replacement should accommodate the boundaries of the foreseen Phase-
II upgrades which are still uncertain.

Therefore, at this stage, a possible Phase-I upgrade should be revisited in 2013. Such a re-
assessment should account for developments both in the performance of the current pixel detector
and further technology and lay-out improvements, To prepare this decision the current detector
should be closely watched, an R&D program be developed and simulations performed to arrive at
an optimal lay-out, also taking into account the emerging constraints of the Phase-II upgrade.

o With the rapidly increasing luminosity and occupancy, in 2013 a better picture of potential
deficiencies in the losses of modules, radiation damages and the read-out will be obtained.
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e Substantial physics gain may be realized by evolving technologies allowing e.g. for further
reduction of material and better resolutions. We therefore intend to launch an R&D program
such that a reasonable assessment of new technologies for a Phase-I upgrade can be made in
2013. This program includes sensor technologies, front-end chips, interconnects, powering
schemes and reduced stave materials. Its principle aims are a smaller pitch and reduced
materials. This R&D effort is seen also as part of arriving at the best Phase-II pixel detector
technology

e Simulation studies on relevant physics processes should be performed. This aims at finding
an optimal lay-out including granularity, new stave concepts etc. First ideas can be seen in
Fig. XX

Although currently there is no upgrade of the pixel detector foreseen for Phase-I, physics may
call for such an option. Provisions should be made in the next years to eventually arrive at a well
founded assessment and an optimal detector lay-out.

10.5 Phase-II TDAQ and Level-1 track trigger upgrade compatibility

It is expected that all calorimeters will convert to on-detector digitisation for Phase-II operation.
Hadronic data, probably with finer granularity than current trigger towers, would be provided in
real time for the trigger either from the new calorimeter RODs, or by an extension of the DPS.
Additional e.m. information would also become available in calorimeter RODs. The hadronic in-
formation, and additional e.m. information if needed, would enter the FEX using inputs prepared in
Phase-I but mostly unused at that stage. The FEX would thus have data from all ATLAS calorime-
try, and would be able to identify all current calorimeter-based trigger signatures with improved
performance. The previous analogue-based L.1Calo, by now of order 15 years old, could be retired.

The muon trigger would be provided by existing and possibly additional detectors via the
sector logic and Phase-I1 MuCTPI. This might require firmware changes but would otherwise use
optical capability prepared for L1Muon in advance in the new Phase-I design. The trigger decision
would be formed by processing calorimeter and muon data in a topological processor, possibly
adapted from the proposed Phase-I L1Topo with more closely integrated CTP functions (trigger
rate management, bunch structure awareness, etc). Although demanding to realize, it is desirable
that the trigger signal in this scheme be provided with roughly the same latency as today‘s Level-1
Accept (i.e. ~ 3us).

Tracking is a key ingredient in the current Level-2 trigger. Given the great challenges for
the Level-1 trigger in Phase-1l, it is likely that tracking information will have to be used in the
hardware trigger to achieve the full physics potential of ATLAS. Work is underway to quantify the
benefits of a Level-1 track trigger (L1Track) and to evaluate alternative designs. The main design
challenge is to reduce the bandwidth of data coming out of the tracker, as it is unrealistic to read
out the whole tracker for every bunch crossing. The architecture that is currently preferred is an
Rol-seeded L1Track, fitting into a two step hardware trigger.

In the Rol-seeded concept, the Rols are projected into the tracker, and only the regions they
select are used in the search for tracks. This approach has several advantages: it does not require
any modifications to the tracker layout, which can therefore be optimized for offline performance;
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it provides a uniform coverage in pseudorapidity; and it may require an equivalent overall readout
rate in the tracker of less than 100kHz. Work is advanced to include the two-step functionality in
the next iteration of the front-end readout chip for the strip layers of the new tracker. However,
alternative designs for L1Track are also under consideration. A decision on the need and benefits
of a track trigger and on the optimal design is expected during 2012.

To provide the two-stage hardware trigger, the Phase-II trigger described above would be re-
labelled as the Level-0 trigger, and would provide Rol seeds with a rate of up to 500kHz to initiate
data capture in L1Track and possibly in L1Muon. The second stage of the Phase-II hardware trig-
ger, i.e. the Level-1 Trigger, would start processing following a Level-0 Accept decision. The
additional time allowed implies that this stage of trigger could have available not only the Inner
Detector tracks (from L1Track), but also more refined fine-grain calorimeter data (obtained by ad-
ditional calorimeter ROD interrogation following the LOA), and improved muon track information
(from the high-precision but slower MDTs). Processing for the Level-1 trigger decision would
culminate in global trigger decision logic incorporating both topological and combinatorial func-
tions. New electronics would be required for the Level-1 trigger, as nothing comparable is planned
earlier. An overall latency of ~ 10us is under discussion for this trigger.

Detector front ends and readout would need some revising to accommodate the two-stage
hardware trigger, and could then also take advantage of new precision timing distribution. Ac-
commodating the two-stage concept implies a more complicated readout architecture, but this is
principally an issue for the detectors not directly involved in the Phase-I upgrade, notably the barrel
muon detector.
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11. Phase-I resources

The collaboration decision and strategy is to express the costs associated to the activities described
in this LOI in terms of CORE values.

The CORE values basic idea is to focus on direct production costs (external costs) and ex-
clude basic infrastructure and personnel costs. CORE thus includes things like components (but
not necessarily spares, except in TDAQ), production (incl. industrial manpower but not institute
manpower), outsourced parts of assembly, outsourced parts of installation, commissioning. CORE
does NOT include items such as infrastructure (i.e. production area, halls, tech support etc.) R&D,
design, (early stage) prototyping, institute manpower, physicists, taxes, contingency.

The strategy is to rely on the concept of deliverables. Institutes and their Funding Agencies
commit to provide given in-kind items, assemblies and detector parts as deliverable objects, after
having agreed on the CORE value. What are defined as deliverables reflect the core competences
of the institutes providing them and will not be subject to central accounting and book-keeping.

Item Core cost | Possible | 2012 | 2013 | 2014 | 2015 | 2016 | 2017 | 2018
(MCHF) |additions
New muon Small Wheels 9.20 0.14 0.00 | 0.63 | 1.75 | 2.54 | 2.95 | 1.28 | 0.04
New LAr Calorimeter electronics 7.98 0.00 0.19 | 0.78 | 0.13 | 0.94 | 4.06 | 1.88 | 0.00
New Tile Calorimeter upgrade 0.38 0.00 |0.00|0.03|0.03|0.14 | 0.14 | 0.03 | 0.00
Fast Tracker 3.59 0.00 0.51 1096|063 | 08 | 0.34]0.26 | 0.00
Trigger and DAQ Upgrade 8,78 3.21 033136 062|044 |0.98 | 1.35| 3.70
Forward Physics 2.70 0.00 0.33 | 1.04 | 0.88 | 0.10 | 0.35 | 0.00 | 0.00
Total (MCHF) 32.62 3.35 1.37 | 4.80 | 4.03 | 5.05 | 8.83 | 4.81 | 3.73

Table 11.12. CORE Cost table

Table [[T-12 shows the cost of the 6 projects defined in this LOI. In the second column, each
project CORE cost is expressed in MCHF units. In the third column some possible additional
costs are anticipated. These are the costs of items which may still need to be part of the overall
procurement. The final decision on these can only be taken at a later stage, when the corresponding
projects are better understood and defined. In the left column the payment profile is presented.
It peaks during the year 2016, when all major components will be procured. The total figures
amount to 36 MCHF to be spent between 2012 and 2018. About 9M out of the 36M is of a
common nature and will be handled centrally through a special common fund. A more detailed
cost table, with a break down item by item can be found through the following WWW-address:
https://edms.cern.ch/document/1164764.

For each of the 6 projects it is foreseen that a MOU document will be produced which will
describe the duties of each institute involved in the construction, with a proper corresponding ac-
knowledgement of the associated CORE value. Each MOU will then be signed by each Funding
Agency involved and will define the time profile for each delivery. Before submission of the MOUs,
ATLAS management will organize a proper scrutiny of the costs and of the related project mile-
stones. Where needed by the relevant Funding Agencies to allow commitment of early resources,
an interim MoU can also be established, to be superseded by the full MoU once that is adopted.
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12. Conclusions

The present Letter of Intent presents the strategies of ATLAS running in Phase-I (after the up-
grades foreseen in the period 2017-2018), where one expects the LHC to run at a center of mass
energy of 14 TeV with a luminosity that could reach 3x10%* cm~2 s~!, while retaining or enhanc-
ing the ATLAS sensitivity to perform accurate measurements and discover new physics. Keeping
present large (1<2.4) acceptance triggers for single leptons with p7>20 GeV with full efficiency
at the higher luminosities is achieved for muons by introducing a new trigger and tracking device
(New Small Wheel) in the inner forward part of the Muon Spectrometer, where the trigger rate
is dominated by low momentum backgrounds; while for electrons this is achieved by introducing
new trigger boards (exploiting better the high granularity of the calorimeter) that allow a better
discrimination between electrons and narrow jets as well as improving the resolution for missing
transverse energy at the first level trigger (Level-1). The single isolated lepton trigger will allow
ATLAS to perform measurements of the relative couplings of the Higgs Boson (if found in the low
energy LHC running) via the WH final state, using an unbiased W trigger, independent of possible
systematic errors due to the assumed production mechanism. It should further be noted that the
Level-1 threshold usually imposes the need for a higher offline cut, to avoid additional uncertain-
ties due to the details of the threshold turn-on curve. Furthermore, simply raising the prthreshold
to reduce rates will be less effective for the present muon forward region without a detector up-
grade due to resolution limitations. Because of both these factors, such trigger improvements can
also contribute to the measurement of VV scattering at high luminosity, where new phenomena are
expected to be found, either in the case that a light Higgs protects the cross-section against unitarity
violation, or several Higgs particles exist, or in Higgs-less or non SM-Higgs scenarios. The low
value of the pr lepton trigger thresholds to be achieved with this proposal are particularly crucial
for SUSY searches with a compressed mass spectra and for other searches for new physics where
similar signatures can lead to poor acceptance if low thresholds are not retained.

The proposed upgrade to the forward detectors will permit ATLAS to place the best possi-
ble limits on a Quadruple Gauge coupling of yyW W, while offering the capabilities for ATLAS to
extend the understanding of the structure of the Pomeron to the highest LHC luminosities. The pro-
posed Level-1 topological trigger will provide a good level of flexibility to deal with non-standard
event topologies and to reinforce the isolation requirements for muon triggers. Finally, the fast
accurate tracking at the second level trigger (Level-2) that will be implemented using the FTK will
permit events containing b jets and 7 leptons to be tagged accurately, while strongly reducing the
background due to jet miss-tagging. This will be a very important factor for studying Higgs Boson
decays, in particular if it decays predominantly into 3rd generation fermions.

The present Lol shows that the ATLAS inner detector will be able to cope with the expected
LHC luminosities of Phase-I (using Heavy lon data), but that a full upgrade of the inner detector,
and eventually other components, will be needed for further luminosity increases, expected after
2022 (Phase-II of LHC), while the proposed upgrades in this Lol are consistent with the needs of
the Phase-II upgrade.

To conclude, the present Lol constitutes a coherent set of upgrades that will allow ATLAS to
fully exploit the LHC physics for the first 300-400 fb~! of integrated luminosity at the highest LHC
collision energy.
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A. APPENDIX: Detector parameters of the three new small wheel options

A.1 sMDT + sTGC

2955 Table [LT3 shows a summary of preliminary parameters of the sMDT chambers. Numbers of elec-
tronics channels are summarised in tables [.T4 and [[.T3 for sMDT and sTGC chambers, respec-

tively.
sMDT chambers EILO | EIL1 | EIL2 | EISO | EIS1 | EIS2
Number of chambers 2x8 | 2x8 ] 2x8 2x8 2x8 | 2x8
Radial extension (mm) 1095 | 1095 | 1457 1215 1276 | 1095

Minimum chamber width (mm) 740 1428 | 1968 678 1056 | 1434
Maximum chamber width (mm) 1380 | 1878 | 2418 1002 1380 | 1704

Minimum tube length (mm) 560 | 1248 | 1788 498 876 | 1254
Maximum tube length (mm) 1200 | 1698 | 2238 822 1200 | 1524
Thickness in z, chamber (mm) 300 300 300 300 300 300
Weight/chamber (kg) 150 130 180 140 120 130
Number of tube layers 2x6 [ 2x4 | 2x4 | 2x6 | 2x4 | 2x4
Number of tubes/layer 72 72 96 80 84 72

Number of tubes/chamber 864 576 768 960 672 576
Total number of tubes 13824 | 9216 | 12288 | 15360 | 10752 | 9216

Table 1.13. Parameters of the 6 types of SMDT chambers in the NSWs. The total number of drift tubes is

70656.

Chamb. || extens. tubes x tubes/ | tubes | mezz./ | mezz. | CSMs/ | CSMs
type intr | layersxMLs | chmb. | total | chmb. | total | chmb. | total
EILO 1080 T2 x6x2 864 | 13824 36 576 2 32
EIL1 1080 T2 x4 %2 576 9216 24 384 2 32
EIL2 1440 96 x4 x2 768 | 12288 32 512 2 32
EISO 1080 72 X6 %2 864 | 13824 36 576 2 32
EIS1 1320 88 x4 x2 704 | 11264 30 480 2 32
EIS2 1080 72 x4 %2 576 9216 24 384 2 32

total 2 sides: 4352 | 69632 2912 192

Table 1.14. The modularity of tubes and read-out boards in the NSW. Dimensions in column 2 are in mm.
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Component H Number of channels

Strips / side 135,000
Pads / side 30,000
Wires / side 27,500
For two sides detector 385,000

Table 1.15. Channel counts for the three read-out streams of STGC for the 192 packages with 768 gas gaps.

A.2 mRPC

Table [.Tg shows a summary of preliminary parameters of the mRPC chambers.

Chamber type N channels | ¢ channels | Total channels | Total Power
per chamber | per chamber per wheel per wheel (W)

Large sector, type | 3240 1500 37920 758
Large sector, type II 3240 1500 37920 758
Large sector, type III 4320 1500 46560 931
Small sector, type I 3240 1200 35520 710
Small sector, type 11 3960 1200 41280 826
Small sector, type I1I 3240 1200 35520 710
Total per wheel 21240 8100 234720 4694

Table 1.16. Channels and power statistics for six types of mRPC chambers and for the whole New Small
Wheel.

2060 A.3 Micromegas

Table [.T7 and [[.T§ show a summary of preliminary parameters of the Micromegas chambers. The
number of electronics channels given in the tables are calculated with a strip pitch of 0.65 mm
in the bending plane and 2-3 mm in the non-bending plane for two out of the four layers in each
multilayer, the other two layers are assumed to have 10x 10 cm? pads. In the type-3 and type-4

2065 chambers the precision read-out strips have been split into two in the middle and read-out from two
ends of the chamber, leading to the higher channel counts in these chambers. This is to limit the
length of strips below about 1.2 m. In this configuration, the total number of read-out channels is
about 2 million.
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Micromegas H Type 1 ‘ Type 2 ‘ Type 3 ‘ Type 4 ‘

Number of chambers 4 4 4 4

Radial extension (mm) 920 920 920 920
Minimum length in ¢ (mm) 610 1075 1539 2003
Maximum length in ¢ (mm) || 1069 1534 1998 2462

Thickness in z (mm) 400 400 400 400
Mass (kg) 90 120 150 180
Number of layers 2x4 | 2x4 | 2x4 | 2x4
Number of channels 13100 | 13900 | 24 600 | 25 200

Table 1.17. Parameters for the chambers in the large sectors

Micromegas H Type 1 ‘ Type 2 ‘ Type 3 ‘ Type 4 ‘
Number of chambers 4 4 4 4
Radial extension (mm) 920 920 920 760

Minimum length in ¢ (mm) 500 779 1057 1336
Maximum length in ¢ (mm) 776 1054 1333 1540

Thickness in z (mm) 400 400 400 400
Mass (kg) 80 100 120 120
Number of layers 2x4 | 2x4 | 2x4 | 2x4
Number of channels 12000 | 12300 | 12800 | 11 100

Table 1.18. Parameters for the chambers in the small sectors
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